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Abstract

The meteorological predictions of fully coupled air-quality models running in “feedback” versus “no-feedback” simulations were compared against each other and observations as part of Phase 2 of the Air Quality Model Evaluation International Initiative. In the “no-feedback” mode, the aerosol direct and indirect effects were disabled, with the models reverting to either climatologies of aerosol properties, or a no-aerosol weather simulation. In the “feedback” mode, the model-generated aerosols were allowed to modify the radiative transfer and/or cloud formation parameterizations of the respective models. Annual simulations with and without feedbacks were conducted on domains over North America for the years 2006 and 2010, and over Europe for the year 2010.
The incorporation of feedbacks was found to result in systematic changes to forecast predictions of meteorological variables, both in time and space, with the largest impacts occurring in the summer and near large sources of pollution. Models incorporating only the aerosol direct effect predicted feedback-induced reductions in temperature, surface downward and upward shortwave radiation, precipitation and PBL height, and increased upward shortwave radiation, in both Europe and North America. The feedback response of models incorporating both the aerosol direct and indirect effects varied across models, suggesting the details of implementation of the indirect effect have a large impact on model results, and hence should be a focus for future research. The feedback response of models incorporating both direct and indirect effects was also consistently larger in magnitude to that of models incorporating the direct effect alone, implying that the indirect effect may be the dominant process. Comparisons across modelling platforms suggested that direct and indirect effect feedbacks may often act in competition: the sign of residual changes associated with feedbacks often changed between those models incorporating the direct effect alone versus those incorporating both feedback processes.

Model comparisons to observations for no-feedback and feedback implementations of the same model showed that differences in performance between models were larger than the performance changes associated with implementing feedbacks within a given model. However, feedback implementation was shown to result in improved forecasts of meteorological parameters such as the 2m surface temperature and precipitation. These findings suggest that meteorological forecasts may be improved through the use of fully coupled feedback models, or through incorporation of improved climatologies of aerosol properties, the latter designed to include spatial, temporal and aerosol size and/or speciation variations.

Introduction

This work examines the effects of air pollution on forecasts of weather, through the use of fully coupled air pollution / weather forecast models. A companion paper to this work (Makar et al, 2014) explores the
effects of feedbacks from air pollution on simulated atmospheric chemistry. Both studies were undertaken as part of Phase 2 of the Air Quality Model Evaluation International Initiative (AQMEII-2).

AQMEII-2 builds on the work begun under the first phase (AQMEII), an intercomparison of air pollution forecast models wherein most participating air pollution models were “off-line”, that is to say, they required as input meteorological files from a weather forecast or climate model. Emissions inputs for these models as well as boundary conditions were harmonized, and the models were compared to air-quality observations using sophisticated statistical tools, for annual simulations of air quality for the year 2006 (Galmarini et al., 2012a,b; Solazzo et al. 2012, a,b), for both Europe (EU) and North America (NA).

A more recent development in the modelling of the atmosphere for synoptic forecast timescales is the “on-line” air quality model, in which both chemistry and weather forecasts are created in the same modelling framework (e.g. Grell et al., 2005; Zhang, 2008; Moran et al., 2010; and cf. Baklanov et al., 2014 for a recent review of these models). Further description of the models specifically employed here and references for the construction of this first generation of feedback models appears in the Methodology section, and Table 1). On-line models reduce the computational overhead associated with the transfer of large meteorological input files into computer memory, and have the potential to reduce errors associated with interpolation between meteorological and air quality model grid projections. These models have the added advantage of allowing the possibility of incorporating feedbacks between air pollution and meteorology. These are known as “fully coupled” on-line models, as distinct from on-line models in which the chemical processes make use of meteorological information, without a reverse communication in which chemistry is allowed to alter the meteorology. Feedbacks are incorporated into global and regional climate models as a requirement for accurate climate prediction (cf. Forster et al., 2007), and the role of aerosols in accurate modelling of the atmosphere on climatological timescales has long been recognized (c.f. IPCC, 2007). However, climate models, because of the long time periods used for their simulations, the associated computational limitations, and the need to resolve the atmosphere of the entire Earth, usually do not employ atmospheric chemical processes with the same degree of sophistication as is
found in regional air-quality models. The role of aerosols in the radiative balance of the atmosphere via
the radiative properties of the aerosols themselves (aerosol direct effect) or via the aerosols role in acting
as cloud condensation nuclei (aerosol indirect effect) is key to climate model prediction accuracy, but
remains a considerable source of uncertainty in model predictions (IPCC, 2007). Conversely, most
meteorological models used to forecast weather on synoptic or shorter timescales use climatologies or
simplified parameterizations of aerosol properties, in order to represent the aerosol direct and indirect
effects. The cross-comparison fully coupled regional air-quality models is thus of interest to the scientific
community, in order to better understand the role of feedback processes on the short time scales
associated with weather forecasts, and to identify commonalities and differences between forecasts from
different modelling platforms. The latter provides a means by which to identify model parameterizations
requiring improvement. The models examined here are the first generation to include fully coupled
weather/air-quality processes in a regional forecasting context, and this is the first attempt to quantify and
cross-compare the impacts of direct and indirect effect aerosol feedbacks using these models.

In Phase 2 of AQMEII, on-line fully coupled regional models using harmonized emissions and chemical
boundary conditions were inter-compared and evaluated against observations of air-quality and
meteorology, for North American (NA) and European (EU) domains, for the years 2006 and 2010 (Im et
al., 2014a,b, Yahya et al., 2014a, b; Campbell et al., 2014; Wang et al., 2014a, Brunner et al, 2014, Makar
et al, this issue). Here, we focus on the specific issue of the extent to which feedback processes may
influence weather forecasts, in order to attempt to address the following questions:

(1) Does the incorporation of feedbacks in on-line models result in systematic changes to
their predicted meteorology?
(2) Do the changes vary in time and space?
(3) To what extent does the incorporation of feedbacks improve or worsen model results,
compared to observations?
In Part 2 (Makar et al., 2014), we examine the effects of feedbacks on the model’s chemical predictions. Here, we examine the effects of feedbacks on the models’ meteorological predictions, with a focus on the common year for both domains, 2010.

**Methodology**

Table 1 provides details and references for the participating models’ version numbers, cloud parameterizations, aerosol size representation and microphysics algorithms, meteorological initial and boundary conditions, land-surface models, planetary boundary layer schemes, radiative transfer schemes, gas-phase chemistry mechanisms, and the time period and model variables available for comparisons. Table 1 also provides details on the methodology used to allow the feedback models’ aerosols to participate in radiative transfer calculations (aerosol direct effect), and in the formation of clouds as cloud condensation nuclei, which in turn may change the radiative and other properties of the simulated clouds (aerosol indirect effect). Ideally, the study of the impact of feedbacks on coupled model simulations would make use of two versions of each air-quality model, one in which the feedback mechanisms have been disabled, and the other with enabled feedback mechanisms. However, not all of the participating modelling groups in AQMEII-2 had the computational resources to carry out both non-feedback and feedback simulations, nor were all groups able to simulate both direct and indirect effect feedbacks. For the North American AQMEII simulations, only the group contributing the GEM-MACH model (Moran et al., 2010), modified here for both aerosol direct and indirect feedbacks, was able to simulate both of the years 2006 and 2010. The WRF-CMAQ model was used to generate direct-effect-only feedback simulations for 2006 and 2010, but no-feedback simulations were only generated for summer periods of each year. The WRF-CHEM model with a configuration for both direct and indirect effects was used for feedback simulations of both years, but no-feedback simulations were only available for this model for a one-month period and are discussed elsewhere (Wang et al., 2014b). However, simulations of weather using the equivalent WRF model in the absence of feedbacks were used to generate meteorological simulations (*de facto* without feedbacks due to the lack of chemistry in WRF). These simulations could
then be used for comparison to the meteorological output of the WRF-CHEM feedback simulations. For the EU AQMEII simulations, three WRF-CHEM simulations were compared for the year 2010: a version 3.4.1 no-feedback simulation in which all aerosol interactions with meteorology were disabled, a version 3.4.1 direct-effect-only simulation, and a version 3.4.0 simulation incorporating both direct and indirect effects. For the combined direct + indirect effect WRF-CHEM3.4.0 simulation, a WRF-only simulation was carried out to determine the feedback impacts on meteorology. The simulations thus comprise the best currently available model simulations for evaluating the effects of feedbacks – the choice of modelling platforms was not arbitrary, but dictated by the computational resources of the contributing research groups.

The underlying meteorological models may have parameterizations to represent aerosol effects, and the extent to which the parameterizations are used and their construction differs between the models. A “no-feedback” simulation is therefore not necessarily a “no aerosol” simulation. GEM-MACH’s no-feedback mode includes parameterizations for the aerosol direct and indirect effect (the former using latitudinally varying aerosol optical properties and the latter a simple function of supersaturation, see Table 1). The WRF “no-feedback” implementations used here in the WRF-CHEM and WRF-CMAQ models have no direct effect parameterizations (aerosols treated as zero concentration), and a constant cloud droplet number of 250 cm\(^{-3}\) was used in place of a cloud condensation nucleus parameterization (Forkel et al., 2012). Differences between the models’ response to feedbacks are thus also with respect to these pre-existing parameterizations or simplifications, and differences between these approaches may influence the variation in the models’ response to feedbacks.

All models made use of their native meteorological driving analyses or nudging procedures. Under the AQMEII-2 protocol, the simulations were conducted in a stepped fashion. A meteorological spin-up period (the length of which was up to the individual participants, usually 12 to 24 hours) during which only meteorological processes, and no feedbacks, were used to bring the model’s meteorology to a quasi-steady state with regards to cloud processes. This was followed by a 48 hour simulation of meteorology...
and chemistry (either with or without feedbacks). In the subsequent staggered step, a second meteorology-only spin-up simulation began 12 to 24 hours before the end of the previous chemistry simulation. Upon reaching the time corresponding to the end of the previous simulation, the models would make use of that simulation’s final chemical concentrations, continuing the process forward, with no-feedback or feedback simulations, for the next 48 hours. Most of the models used a data-assimilated meteorological analysis as the meteorological initial conditions for each of the staggered forecasts. As a result of this staggered-step procedure, the meteorological portions of the forecasts were not allowed to “drift” too far from meteorological objective analyses during the course of the simulations – the differences shown in this paper and Part 2 (Makar et al., 2014) are thus the net effect of feedbacks that occur over a sequence of 48 hour simulations, with the chemical concentrations generated by the two simulations being the single ongoing connecting factor between the paired simulations. The WRF-CMAQ model was run continuously for both 2006 and 2010 with low-strength nudging applied throughout the duration of the simulation (Hogrefe et al., 2014, this issue). Sensitivity simulations presented in Hogrefe et al. (2014) showed that nudging helped to improve model performance for 2m temperature while only slightly reducing the strength of the WRF-CMAQ simulated direct feedback effect. The use of native analyses or nudging procedures and the overlapping 48 hour forecasts thus imply the results shown here are of the highest relevance to synoptic forecasting time-scales, while providing valuable information for climatological modelling.

The horizontal resolutions of the models varied: GEM-MACH used 15 km horizontal, WRF-CHEM, 36 km, and WRF-CMAQ 12 km. The EU WRF-CHEM simulations employed a common horizontal resolution of 23 km. Further details on the models and their components may be found in Table 1, and further description of the models are provided in Campbell et al (2014), and Im et al (2014a,b)). The models used in the comparisons performed here were limited to those which had complete or partial no-feedback and feedback simulations for the AQMEII-2 model years; the full suite of AQMEII-2 models and comparisons to observations are also described in Im et al, (2014a,b).
The model simulations occurred on the “native” grid projection for each model, but were interpolated for cross-comparison purposes to common AQMEII latitude-longitude grids with a resolution of 0.25 degrees for the NA or EU domains, respectively. For the NA simulations, the native model grids overlapped this target grid to different degrees, so a common “mask” incorporating the union of all model projections on the common grid was employed. For the EU simulations, the different versions of WRF-CHEM were operated on the same native grid, though comparisons carried out here were conducted using the AQMEII European grid.

Feedback and non-feedback simulations were compared to each other in two ways. First, at every hour of simulation, the spatial variation between feedback and non-feedback model values on the AQMEII grids were compared using the statistical measures described in Table 2. This comparison allowed the identification of seasonal trends in the spatial impact of feedbacks, as well as particular time periods when these impacts were the strongest. Second, the model values at each gridpoint were compared across time (for the entire simulated year and for shorter time periods), allowing the creation of spatial maps of the impact of feedbacks on the common simulation variables. These maps help identify the regions where feedbacks have the largest effect on the simulation outcome. A comprehensive evaluation of all AQMEII-2 fully coupled models against meteorological observations occurs elsewhere (Brunner et al., 2014), while here we carry out that comparison with a subset of models, and focus on identifying the main impacts of the feedbacks on the forecasted meteorology.

1. Comparison of Model Simulations by Time Series

1.1 Temperature

Figure 1 shows the time series of the mean differences (a,b,c) and correlation coefficients (d,e,f) for each model for the year 2010 for the North American (NA) domain models. Both the WRF-CHEM and GEM-MACH models show positive values of the mean difference in winter and negative mean differences in the summer, and the WRF-CMAQ summer simulations also show negative mean
differences. The incorporation of feedbacks increases winter temperatures and decreases summer temperatures. Low hourly correlation coefficients across the grid (Figure 1 d,e,f) indicate times when the feedback and no-feedback models have diverged. The correlation coefficient in Figure 1 thus show that the feedbacks have the greatest impact in 2010 from February 15 through March 15, and for a few days centered on April 20th and May 15th. The WRF-CMAQ and GEM-MACH models also show the mid-summer period between July 15th and August 15th as being strongly impacted by feedbacks, though to differing degrees. The WRF-CMAQ differences are much smaller than the other two models; WRF-CMAQ as implemented here includes only the aerosol direct effect, indicating that the indirect effect may have a larger impact on temperature forecasts.

Figure 2 shows the time series of the mean differences (a,b) and correlation coefficients (c,d) for each European (EU) model for the year 2010. The aerosol direct effect decreases the mean surface temperature (Fig. 2(a), red line, always negative), and reaches a maximum perturbation of -0.25°C between July 25th and August 19th. This time period also shows as a negative spike in the correlation between feedback and no-feedback simulations for this model (Fig. 2(c)). During the given time period a series of intense forest fires took place in western Russia, the emissions from which were included in the models’ emissions database for the EU simulations. In contrast, the indirect + direct effect simulation mean differences (Fig. 2(b)), while also showing a negative value during that time period, are slightly reduced in magnitude relative to the direct effect simulation (note that the scales differ between the figures). The drop in feedback versus no-feedback correlation coefficient so prominent in the direct-effect-only simulation (Fig. 2(c)) appears to be absent when the indirect effect is also included (Fig. 2(d)). However, the overall perturbations in the no-feedback to feedback correlation coefficient when the indirect effect is included are much larger. The impact of the Russian fires with respect to surface temperature is larger for the direct effect, but is modified by indirect effect perturbations when the latter is added. However, there are other meteorological variables for which the indirect effect, driven by the Russian fires, has a dominating influence, as will be shown below.
1.2 Downward flux of shortwave radiation at the surface

The three models’ response of downward surface short-wave radiation towards feedbacks differs, as shown in Figure 3. Differences between feedback and non-feedback simulated grid mean values for GEM-MACH (Fig 3(a)) were both positive and negative over the course of the simulation period (with the negative changes having the higher magnitudes). However, for both WRF-CHEM and WRF-CMAQ (Fig. 3(b,c)), the incorporation of feedbacks resulted in reduced downward shortwave fluxes. This difference in response can be explained in the context of the default model options in the absence of feedbacks. In GEM-MACH’s non-feedback configuration, aerosol radiative effects are treated through the use of tables of “typical” aerosol radiative properties (AOD, single scattering albedo and backscattering ratio). The mean differences shown for GEM-MACH are differences from these typical conditions, in addition to showing the effects of feedbacks. Positive values in Figure 3(a) thus represent times wherein the feedback aerosols have smaller optical depths than the standard profiles, while negative values indicate times when the feedback aerosols have greater optical depths than the standard profiles.

For the WRF-CMAQ and WRF-CHEM simulations, aerosol radiative adjustments are only made in the feedback case (no aerosol radiative effects are assumed in the non-feedback case), hence the impacts on downward shortwave radiation at the ground are all negative. All three models show that feedbacks alter the shortwave radiation travelling towards the ground. The GEM-MACH simulations suggest that while the default optical parameters used in the weather forecast model are within the range of positive and negative variation afforded by explicitly simulated aerosols, there are locally large positive and negative deviations of the radiative balance relative to this case (feedback-induced variations in hourly grid mean values of +10 to -50 Wm\(^{-2}\)). The WRF-CHEM and WRF-CMAQ simulations show that the net effect of the aerosols is to decrease the downward radiative flux (by up to -150 and -12 W m\(^{-2}\), respectively).

Correlation coefficients (Fig. 3(d,e,f) show a trend similar to that of temperature (Figure 1), with the summer period from July 15 through August 15th having the greatest impact of feedbacks (i.e. the
lowest correlation between feedback and non-feedback runs). Figure 3(g,h,i) shows the extent to which feedbacks have influenced the hourly spatial variability of the model predictions for temperature, through calculating the difference in the hourly standard deviation of the model results (Feedback standard deviation – Non-Feedback standard deviation). The variability generally increases for GEM-MACH with the incorporation of feedbacks, while increases and decreases during the year can be seen for WRF-CHEM and the variability always decreases for WRF-CMAQ. Given that WRF-CMAQ in this implementation only includes the aerosol direct effect, the increases in variability in surface downward shortwave radiation with the other two models may relate to the changes in the variability of the location of clouds (i.e., the aerosol indirect effect).

The prominent feature of the EU direct-effect-only simulation is the Russian fires, which cause a grid average decrease in the downward flux of -22 W m\(^{-2}\) (Fig. 4 (a)), and a negative spike in the Feedback to No-Feedback model to model correlation coefficient (Fig. 4 (c)). In the simulation incorporating the direct + indirect effects (Fig. 4 (b,d)), the negative perturbation has decreased to -12 Wm\(^{-2}\), and are offset by positive perturbations of greater magnitude (Fig. 4 (b)). These perturbations associated with changes in cloudiness following the incorporation of the aerosol indirect effect dominate the correlation coefficient differences in Figure 4 (d)). The direct effect thus acts to solely reduce the downward shortwave reaching the surface, while the addition of the indirect effect has the potential to increase it, and may offset or reverse the decreases associated with the direct effect. These findings have relevance towards the study of short-term climate forcers – this competition between direct and indirect effect on the radiative balance may have a key role on the impact of aerosols on climate.

1.3 Upward flux of shortwave radiation at the surface

For GEM-MACH, the mean difference in surface upward shortwave radiation varies between +5 and -15W m\(^{2}\), with no pronounced seasonality, while for the other two NA models, the feedback-induced change in the upward flux is negative, and is higher in the winter than in the summer (WRF-CHEM: up to
-40Wm$^{-2}$; WRF-CMAQ: up to -2.0 Wm$^{-2}$; Figure 5, (a) - (c)). The uniform reduction in surface upward shortwave radiation in the latter two models with the addition of feedbacks probably reflects the absence of a parameterization for aerosol radiative transfer in the underlying meteorological model; the upward shortwave flux is reduced in the presence of aerosols, relative to their absence. The positive and negative differences for the GEM-MACH model represent the deviations of the grid average aerosol radiative transfer from the parameterized radiative transfer in the non-feedback simulation. Of potential interest is the extent to which feedbacks modify the variability of simulated meteorological variables such as shortwave radiative fluxes – here, we examine this through the changes in standard deviation of the model fields at each hour (Fig. 3 (g),h),(i)). Changes in standard deviation of the grid-mean upward flux of shortwave radiation at the surface were mostly positive for GEM-MACH (+5 to -15 Wm$^{-2}$), negative in winter and positive in summer for WRF-CHEM (-30 to +35 Wm$^{-2}$), and always negative for WRF-CMAQ (0 to -1.0 Wm$^{-2}$, with one -3.5 Wm$^{-2}$ outlier in the winter, Figure 5(g)-(i)). The aerosol indirect effect thus seems to increase the variability of the upward shortwave radiative flux while the direct effect decreases it, though the seasonality of this change differs between the two models in which it is incorporated. These models also show the most negative mean differences in the same period, in the month of February, 2010.

Figure 6 compares the EU domain mean upward shortwave radiation. Without feedbacks, the mean surface upward shortwave has the typical variation with seasonal surface changes (i.e. blue time series, Fig. 6 (a,b)). With the introduction of aerosol direct effect changes (Fig. 6 (a), red line), the upward radiation is reduced, while the further introduction of aerosol indirect effects (Fig. 6 (b), red line)) the change in upward radiation may be positive or negative. Linked to the downward radiation (Fig. 4 (b)): the positive changes represent changes (local decreases) in cloudiness, in turn affecting the amount of downward shortwave radiation reaching the surface, hence the amount returning upwards thereafter. The direct effect correlation coefficient (Fig. 6 (c)) once again is dominated by the Russian fire event, and in the direct + indirect simulation (Fig. 6 (d)), the correlation coefficients are controlled by indirect effect.
changes resulting in larger differences between the simulations than with the direct effect alone, while not erasing the impact of the fires. Other low correlation events occur in mid-January and mid-February in both simulations.

1.4 Upward flux of shortwave radiation at the top of the model

The height of the top of the models varies, hence only the sign of the feedback effects will be discussed here. The change in the mean upward flux of shortwave radiation due to feedbacks in GEM-MACH and WRF-CMAQ is predominantly positive: feedbacks increase the upward flux of shortwave radiation at the model top (Figure 7 (a-c)). The correlation coefficients for WRF-CMAQ and GEM-MACH are the lowest in the summer, though WRF-CHEM has relatively little seasonal variation (Fig 7(d-f)).

For the EU, the model-top upward shortwave flux (Figure 8) shows that the influence of feedbacks is the reverse of that of the upward flux at the surface (Figure 6). The direct-effect-only simulation (Fig 8 (a)), shows an increase in the upward shortwave flux, and the addition of the indirect effect results in occasional slight increases, but predominantly decreases. Slightly more shortwave energy is released to space with the aerosol direct effect, and more remains in the system when the indirect effect is added. As for all of the EU radiation figures (2, 4, 6, and 8), the largest impact of the feedbacks occurs during the summer months.

1.5 Planetary Boundary Layer Height

The model correlation coefficients between feedback and non-feedback simulated PBL heights were lowest in the summer in both years (Figure 9). The lowest values in correlation coefficient (GEM-MACH: 0.70, WRF-CHEM: 0.20, WRF-CMAQ: 0.96; Figure 9 (a)-(c)) suggest that the aerosol indirect effect contributes the greater portion of the change in PBL height. The models responded differently to feedbacks, with the PBL generally increasing in GEM-MACH, particularly in winter, and generally increasing in WRF-CHEM in the summer and decreasing in winter, while decreasing in the WRF-CMAQ
summer simulation (Figure 9(d)-(f)). The models incorporating the aerosol indirect effect tended to have 
both positive and negative changes in the standard deviation, while the one incorporating only the direct 
effect had uniform decreases in standard deviation (Figure 9(g)-(i)). The aerosol direct effect thus 
appears to reduce the variability in the PBL height.

The aerosol direct effect has a more significant impact than the indirect effect on EU planetary 
boundary layer height, in contrast to the radiative balance figures discussed above (Figure 10). The 
change in PBL height for both simulations (red lines, Fig. 10 (a,b)) is predominantly towards decreases in 
PBL height for both simulations. Direct effect PBL changes (Fig. 10 (a)) are always negative and, while 
small positive changes occur with the addition of the indirect effect, the latter also has an overall negative 
offset relative to its no-feedback simulation. Similarly, the differences in correlation coefficient (Fig. 10 
(c,d)) are closer in magnitude for the two simulations than the other EU meteorological variables 
analyzed above. Once again, the Russian fires stand out, as a time of decreased PBL heights and 
decreased correlation coefficients.

1.6 Precipitation

The magnitude of mean precipitation and the difference in mean precipitation is higher in WRF-
CHEM than in GEM-MACH or WRF-CMAQ (Figure 11 (a-c)). The sign of the models’ precipitation 
response to feedbacks differs, with GEM-MACH showing mostly increases in precipitation, WRF-CHEM 
showing increases and decreases, and WRF-CMAQ showing mostly decreases. The sign and magnitude 
of the change in precipitation is thus highly model-dependent. The simulations have the lowest 
correlation coefficients roughly from July 15th through August 15th (Fig. 11 (d-f)), corresponding to the 
time of greatest photochemical production of aerosols.

The aerosol direct effect only EU simulation generally results in precipitation decreases (Fig. 
12(a), red line). Decreases also occur with the addition of the indirect effect, but these are offset by 
sporadic increases in precipitation which may be a factor of 2 to 3 larger than the decreases associated
with the direct effect (Fig. 12(b)). Both the direct and indirect effects have the biggest impact in the summer, as shown by the seasonality of the correlation coefficients (Fig. 12(c,d)). However, the correlation coefficients are lower on average for the indirect+direct effect simulation (Fig. 12(d)), despite the Russian fires having a larger impact in the direct effect simulation for a short time period (Fig. 12(c)), again suggesting the indirect effect may dominate.

The WRF-CHEM simulations in the NA domain make use of the Chapman et al (2009) implementation of Abdul-Razzak and Ghan (2002)’s aerosol activation scheme, while the GEM-MACH and EU WRF-CHEM indirect+direct effect simulations also make use of Abdul-Razzak and Ghan (2002). The WRF-CHEM/NA model implementation seems to be much more sensitive to feedbacks for its precipitation production than either GEM-MACH or WRF-CHEM/EU, comparing magnitudes of mean differences. Gong et al (2014) found that the Abdul-Razzak and Ghan scheme is very sensitive to the details of the implementation; such implementation differences, as well as the particular cloud microphysics algorithm used, may account for the variation in response seen here.

1.7 Cloud liquid water path

This variable was only available from the GEM-MACH simulation in NA, but is mentioned here due to the large impacts of feedbacks on that parameter. With the inclusion of feedbacks, the cloud liquid water path increased significantly, usually by a factor of two or more (Figure 13(a)). As with several other meteorological variables, the lowest correlation coefficients occur in the summer (Figure 13(b)), indicating an important seasonality to the feedback effects. In this model, the inclusion of aerosol direct and indirect effects results in an increase in the amount of precipitation and in the amount of cloud liquid water. The cloud droplet number density in the column also increases significantly, in part due to a low droplet number density being assumed in the no-feedback model’s original microphysics and the manner in which aerosol bins are subdivided within model parameterizations. These effects are examined in detail in the companion paper by Gong et al (2014).
The EU cloud liquid water path changes are compared in Figure 14, and may be contrasted with Figure 13 (liquid water path for North America). The changes in liquid water path for the EU domain associated with the direct effect are very small (Fig. 14(a), compare mean value blue line with red mean difference line). The incorporation of the aerosol indirect effect (Fig. 14(b)) has resulted in a decrease in the liquid water path by a factor of 0.7 to 0.3 depending on time of year. This may be contrasted with the GEM-MACH simulations of Figure 13, where the cloud liquid water path increased significantly.

Differences in cloud microphysics modules may account for some of these differences: in the module used in GEM-MACH (Milbrandt and Yao, date) cloud condensation does not occur until the entire grid-box is saturated. In the case of WRF-CHEM as implemented here, the default no-feedback model assumes a constant cloud droplet number in the microphysics scheme. While some of these differences are doubtless due to differences in the methodology used in the respective models, it should also be recalled at this point that the GEM-MACH comparison is between a representative climatological aerosol indirect effect and a fully coupled indirect effect, while the EU WRF-CHEM result (Fig. 14(b,d)) represents the difference relative to an atmosphere with no aerosol direct effects and a prescribed cloud droplet number. The GEM-MACH NA simulation thus suggests the cloud water liquid path will increase relative to its parameterized aerosol representation, while the WRF-CHEM EU simulation suggests that in the absence of aerosol indirect effect feedbacks, cloud liquid water path will decrease. However, these findings may be heavily influenced by the parameterization choices within the cloud microphysics schemes used in the no-feedback models and the manner in which aerosols are used to modify those schemes in the feedback simulations. At the same time, the differences between the model responses likely also represent difference in the implementation of indirect effects, in that the climatological “no-feedback” simulation of GEW-MACH (blue line, Fig. 13(a)) has typical average values on the order of 120 m, with feedbacks increasing that by 100m or more, while the WRF-CHEM EU feedback simulations have typical levels of about 70m, once the feedbacks have been taken into account. Sensitivity simulations with the GEM-MACH model (Gong et al., 2014, this volume) show that the cloud properties of fully coupled models are highly sensitive to the assumptions regarding updraft statistics and aerosol
size distribution in determining cloud condensation nuclei numbers. Comparisons between the available parameterizations and highly time and space resolved cloud studies are needed to evaluate and improve these parameterizations.

2. Spatial Analysis of Feedbacks

In this section, we analyze the model results over time at each model gridpoint, rather than over space. The model-to-model comparison statistics are described in Table 2, where N is now the number of hours of comparison times at each gridpoint, rather than the number of common AQMEII-2 NA or EU gridpoints used in the time series comparison. To illustrate the differences, example meteorological fields’ mean differences and correlation coefficients will be shown to identify the regions with the greatest impact of feedbacks. This portion of the analysis pairs NA and EU contour maps of feedback influences. The maps were generated for the period July 15th through August 15th, 2010 for the NA domain, and July 25th through August 19th, 2010 for the EU domain, in order to allow all three models to be compared for NA, and to focus on the Russian fires period for EU.

2.1 Downward Shortwave Radiation and Temperature

For the meteorological variables, all five models can be compared. Figure 15 shows the change in mean downward shortwave radiation and mean surface temperatures for the NA models, with the EU model differences shown in Figure 16.

GEM-MACH (Figure 15(a)), where the no-feedback simulation includes climatological parameterizations for aerosol radiative and cloud condensation nucleation, has both increases and decreases, with the maximum increase between +15 to +25 Wm⁻² along the California/Nevada border, while decreases of up to -45 Wm⁻² take place over the Pacific ocean, Hudson’s Bay, the Atlantic ocean, over large parts of the provinces of Ontario and Quebec, and at isolated locations in the USA. These locations likely represent regions where the aerosol distribution generated by the model is significantly different from the parameterized aerosols used in the no-feedback GEM-MACH simulation. WRF-CHEM (Fig. 15(b),
direct+indirect effect, no climatological parameterizations), like WRF-CMAQ, also had slight increases in the center of the continent, but much larger decreases on the western boundary and eastern half of the domain. WRF-CMAQ (Fig. 15(c), direct effect, no climatological parameterizations), gave a smaller dynamic range of radiation differences, predominantly negative, over the western and eastern portions of the continent, with the largest decreases on the order of -12 W m$^{-2}$.

Temperature changes over NA show a similar pattern; all models tend towards decreases in temperature, though the spatial distribution changes; for GEM-MACH (Fig. 15 (b)) the decreases occur over the eastern half of the shared domain and along the west coast, for WRF-CMAQ (Fig. 15 (f)) the decreases are patchy over the center of the continent, with increases to the north-west and north-east, and for WRF-CHEM (Fig. 15 (d)) large decreases occur over the western part of the domain, and smaller decreases over most of the continent, with small increases over Alberta, Montana, Ontario and Quebec.

These meteorological changes (decreases in shortwave radiation and temperature over much of NA) help explain biogenic isoprene concentration differences noted in Makar et al., (2014) (Part 2): both radiative and temperature drivers of isoprene emissions have decreased with the incorporation of feedbacks, resulting in decreases in isoprene concentrations.

The EU simulations of downward shortwave radiation and surface temperature in Figure 16 both show the impact of the Russian fires, but this impact is stronger in the direct effect model (Fig. 16 (a,b)) than in the direct+indirect effect model (Fig. 16 (c,d) – compare scales between (a,c) and (b,d)). For the direct effect simulation, the fires result in reductions of up to -80 W m$^{-2}$ and -0.8 °C. In contrast, the direct+indirect effect simulation (Fig. 16 (c,d) ) shows a relatively minor changes, with decreases of a few W m$^{-2}$ and maximum temperature decreases of -0.1 °C. Both simulations show decreases in downward shortwave radiation over much of Europe – the indirect+direct effect simulation suggests that these will be accompanied by temperature increases of up to 0.1 °C, while the direct effect causes temperature decreases. The implication is that the indirect effect is once again dominating, capable of reversing
changes caused by the direct effect, as well as having a substantial impact on the model’s response to forest fires.

2.2 Planetary Boundary Layer Height

The change in PBL height during the summer period for the models is shown in Figure 17. In NA (Fig. 17 (a-c), the response of models to the feedbacks varies greatly (the same colour scale is used for all NA models). The PBL height generally increases in the GEM-MACH simulation relative to the run with climatological aerosol effects (Fig. 17 (a)), while the direct effect WRF-CMAQ simulation’s PBL height slightly decreases (Fig. 17 (b)), and the WRF-CHEM PBL height decreases over most of the domain, aside from the north-east and north-west parts of the domain, where large increases occurred. The GEM-MACH changes reflect the local impacts of the model-generated aerosols: PBL increases significantly (+10 to +30%) over the northern Great Lakes, Hudson’s Bay, and the California coast. The WRF-CHEM/NA simulation’s PBL has a sharp delineation between positive and negative changes. In Europe, the direct effect only simulation (Fig. 17(d)) shows large decreases (> -30%) in the centre of the Russian fire region, and relatively smaller changes elsewhere. The indirect effect model (Fig. 17 (e)) also shows decreases of (> -30%) for the Russian fires, as well as some regions of PBL height increase (coast of Iceland, >+30%). All of the models are thus showing an impact of feedbacks on PBL height, ranging from +/-3% for the direct effect WRF-CMAQ to +/-30% for the other models. The emissions from the Russian fires in the EU simulations have resulted in a significant drop in both direct effect and indirect effect simulations, implying that the effect there may be dominated by the direct effect, or that the net impact of the direct and indirect+direct effects is similar. In contrast, in NA the model employing only the direct effect (Fig. 17 (b)) has a much lower response of PBL height to feedbacks (compare to Fig.17 (a,c)).
2.3 Precipitation

Changes in mean precipitation during the summer periods due to feedbacks are shown in Figure 18. The net changes in precipitation across the grid (Figures 11, 12) are very spatially heterogeneous, aside from a few hot-spots. In NA (Fig. 18 (a-c), the models combining direct and indirect effects (a,c) have a greater range in precipitation differences than the direct effect model. For the EU models, the dynamic range of local precipitation changes is only slightly larger for the direct+indirect simulation (e) compared to the direct effect simulation (d). In Europe, the Russian fires have resulted in a net decrease in precipitation.

2.4 Cloud Liquid Water Path

Changes in the mean cloud liquid water path were available for three models, GEM-MACH, and the two EU WRF-CHEM simulations, shown in Figure 19. The direct effect EU simulation (Fig. 19 (b)) shows the smallest changes, likely associated with shifts in cloud position. The two direct + indirect feedback simulations have a much larger response. For the GEM-MACH simulation (Fig. 19 (a)) cloud liquid water path predominantly increases. For the WRF-CHEM simulation (Fig. 19 (c)), cloud liquid water path decreases. Both models made use of the Abdul-Razzak and Ghan (2002) scheme for estimating aerosol activation, however both this scheme and the cloud microphysics parameterizations which employ it are sensitive to the details of implementation; these will be updated and improved in future versions of GEM-MACH (Gong et al., 2014, this issue). GEM-MACH’s differences reflect changes relative to that model’s parameterized climatology approach to cloud condensation nucleation – positive values representing increases relative to the parameterization, negative values representing decreases. However, the difference in the dynamic range (maximum-minimum) of the changes between the models (580 gm\(^{-3}\) for GEM-MACH, 300 gm\(^{-3}\) for WRF-CHEM) suggest important differences in implementation, which should be investigated in future work.

3. Summary of Feedback Effects

The main results of the time series and spatial comparisons are summarized in Table 3 and 4.
Table 3 shows the lowest hourly spatial correlation coefficient between feedback and no-feedback simulations for the models studied here, in North America and Europe respectively. It is apparent from these values that the feedbacks can at times have a very significant impact on the hourly spatial distribution of meteorological variables, resulting in relatively low spatial correlations between feedback and no-feedback simulations. The correlations are lowest for the precipitation-related variables, reflecting changes in the spatial pattern of clouds being created by the feedback and no-feedback simulations. Temporal averages plotted across the continent (Figures 15 through 21) show that the impact of the feedbacks vary spatially, and are often associated with large sources of emissions.

Table 4 gives the broadest possible summary of the impacts for the different meteorological variables compared; whether the feedback effects increased or decreased that variable, and seasonality effects, when the latter are pronounced. Some common effects may be seen across models and domains. Those models which implement only the direct effect feedback had resulting decreases in temperature, surface downward and upward shortwave radiation, precipitation, and PBL height, and increases in upward shortwave radiation. The feedback response of the models incorporating both direct and indirect effects (“D+I” in Table 4) varied with the model and simulation domain, indicating a more complex response and, possibly, a greater dependence on the manner in which the indirect effect is implemented. For example, North American temperatures increased in the winter and decreased in the summer with the combined direct and indirect effect models, while the European temperatures had the reverse trend. North American WRF-CHEM surface downward shortwave radiation decreased, while no trend was noticeable for the other D+I models. All D+I models showed no clear trend in surface upward shortwave radiation. The North American D+I model feedbacks increased upward shortwave at the model top; while this decreased for the European D+I model. North American D+I precipitation mainly increased relative to the no-feedback simulation, while in Europe there was less of a trend towards increases. PBL height decreased in Europe for the D+I simulation, while decreasing in summer and increasing in winter for the North American simulations. The models thus show similar impacts for the direct effect, but for
the combined direct + indirect effect, the response is much more variable. A consequent recommendation of this work is that the details of implementation of the indirect effect across models should be re-examined, for specific short-term case studies.

4. Impacts relative to observations.

A detailed analysis of the model generated meteorology for the year 2010 for the NA and EU grids is presented in Brunner et al. (2014), for those simulations which were carried out over an entire year. No-feedback annual simulations for North America were not carried out for WRF-CHEM and WRF-CMAQ, though their feedback simulations were evaluated. Some of the key results of that analysis with regards to the portion of the AQMEII-2 models participating in this feedback and no-feedback comparison will be briefly mentioned here (see mean bias Tables 5 and 6, and Figures 20 and 21, and cf. Brunner et al. (2014) for an overview of performance for all participating AQMEII-2 models). The magnitudes of the biases within a given model can be seen by comparing the two GEM-MACH columns in North America in Table 5, and by comparing the two WRF-CHEM 5.4.1 columns of Table 6. These may be contrasted with the magnitude of the mean biases reported in the remaining columns of these tables, for the other models. The differences associated with implementing feedbacks within a given model are usually smaller than the differences in mean bias between different models or model versions. This finding is consistent with those of the chemical analysis portion of this two-part paper (Makar et al. 2014), and indicates that the impacts of other model parameterizations may have a larger influence on overall model performance than feedbacks. However, within a given model for which both feedback and non-feedback simulations were available, the use of feedbacks sometimes resulted in significant changes to performance, as is evidenced by the first two columns of Tables 5 and 6. The use of feedbacks in the GEM-MACH model (Table 5, first two columns) reduced the bias of the annual surface pressure, 2 m temperature, and precipitation, while resulting in a slight increase in the bias of annual wind. The improvements in precipitation bias are of note (biases reduced by 13%, 20% and 30% going from western to north-eastern
North America) given that GEM-MACH’s negative precipitation bias was larger than that of the other models compared here. It should be noted that the overall negative biases in GEM-MACH precipitation stem in part from the use of an explicit 2 moment cloud microphysics scheme for a model spatial resolution of 15km, in the implementation used here. The spatial pattern of the changes in the mean annual temperature bias relative to observation in North American (GEM-MACH, direct + indirect effect) and Europe (WRF-CHEM, direct effect) are shown in Figures 20 and 21, respectively. The magnitude of the bias has decreased over most of North America (Figure 20), with the greatest improvements over western NA, and some increases in bias in the north-central portion of the domain. Improvements in 2m temperature biases associated with the inclusion of the direct effect in WRF-CHEM for Europe are shown in Figure 21; these extend over most of the domain, and are greatest in the industrial and population centers of Great Britain, France, Germany, Belgium, The Netherlands, Spain and Austria.

For the EU domain (Table 6) there were significant improvements in annual 2m temperature, going from the WRF-CHEM 5.4.1 no-feedback simulation to the corresponding WRF-CHEM5.4.1 direct-effect only simulation. The direct effect had no discernable impact on annual wind speed. The WRF-CHEM 5.4.0 simulation (which included both direct and indirect effects) had the best overall performance for temperature, but relatively poor performance for wind speed. These comparisons (see Brunner et al, 2014, for a complete evaluation of all AQMEII-2 models) suggest that feedbacks have the potential to improve weather forecasts, though the large model-to-model differences suggest that other details of model implementation may have an effect as significant or larger than the feedbacks, depending on the meteorological variable being considered. The feedback effect for short-term weather forecasts is therefore subtle, but capable of improving model forecasts.
Summary and Conclusions

In our Introduction, we posed three questions regarding the effects of feedbacks on forecasts of chemistry and meteorology. The impacts on chemistry are discussed in Part 2 (Makar et al, 2014). We return to the questions here in the context of meteorological forecasts.

(1) The incorporation of feedbacks results in systematic changes to forecast predictions of meteorological variables. Hourly spatial correlation coefficients between feedback and no-feedback simulations for several meteorological variables tend to show the largest near-surface impacts in the summer. This corresponds to the time of greatest photochemical activity and secondary particle formation.

(2) The changes associated with feedbacks vary in both time and space – temporally, the changes are the most closely associated with summer photochemical production, and with time of high emissions (such as large forest fires). Spatially, the regions with the greatest impact of feedbacks tend to be associated with large emission sources such as the Russian fires, though significant spatial changes could be observed elsewhere. Decreases in downward shortwave radiation at the surface in comparison to no-feedback models lacking climatological aerosols in North America show the largest decreases in the eastern USA and Canada, corresponding to the regions of highest anthropogenic particle loading. Both direct and indirect+direct effect North American simulations relative to a “no aerosol climatology parameterization” no-feedback state resulted in decreases of downward shortwave radiation at the surface over most of the domain – the simulation relative to parameterized aerosol properties showed increases in surface downward shortwave radiation in the western and Midwestern USA. Summer 2010 European temperatures and all other meteorological variables were strongly influenced by the Russian forest fires: EU direct-effect only simulations had the largest shortwave decrease (maximum -80 W m\(^{-2}\)), compared to -10 W m\(^{-2}\) for direct+indirect effects). The EU indirect effect simulation showed temperature increases (maximum +0.2 °C) over much of Europe, with the largest increases along
coastal Iceland, Norway, northern Great Britain and Ireland, the mountainous regions of central 
and south-west Europe, and the north-west coast of Africa. Feedbacks were thus shown to result 
in both temporal and spatial variations in model forecasts.

(3) The extent to which the models improve or worsen weather forecast results is variable, at the 
current stage of feedback model development. The difference in mean bias resulting from the 
incorporation of feedbacks within a given model was found to be smaller than the differences in 
mean bias between different models. However, within a given model, the feedback effects were 
sufficiently strong to result in improvements to some meteorological variable biases relative to 
observations (improvements in forecasted temperature and precipitation in North America for 
direct + indirect effect simulations, and temperature for direct effect simulations within Europe).
The feedback effects may therefore be said to be subtle, given the differences across models, yet 
capable of improving model forecasts, even at this early stage in coupled air-pollution / weather 
forecast model development. Further work is clearly needed to improve both the driving model 
meteorological parameterizations and the manner in which feedbacks are simulated within the 
models.

Models incorporating just the direct effect showed feedback-induced reductions in temperature, surface 
downward and upward shortwave radiation, precipitation, and PBL height, and increases in upward 
shortwave radiation. Models making use of both direct and indirect feedbacks had larger variations in 
response to feedbacks; for example, both combined effect models in North America showed increases in 
summer temperatures and decreases in winter temperatures, while the combined effect model for Europe 
showed the opposite seasonal trend. Some of the variation in model response for the indirect effect may 
reside in differences in the no-feedback base case (one model, GEM-MACH, employed simple 
parameterizations for aerosol radiative properties and cloud condensation nuclei formation in its no- 
feedback mode, while the others had a “no aerosol” atmosphere, for the no-feedback simulation).

However, the variation in response suggests that further work comparing the methodologies and
parameterizations used to represent the indirect effect should take place, given the variety of response
seen here.

The variation in model response to feedbacks in the combined direct and indirect effect models was the
most pronounced for cloud and precipitation variables. For example, the GEM-MACH and WRF-
CHEM/EU models showed substantial feedback-induced increases in precipitation in both continents,
while the WRF-CHEM/NA model showed decreases in precipitation. The European simulation cloud
liquid water paths decreasing significantly and the North American cloud liquid water paths increased or
decreased depending on location. All three models employed the Abdul-Razzak and Ghan (2002) scheme
for cloud condensation nucleation, though the microphysics modules employing the scheme differ in
construction and underlying assumptions. The precipitation and cloud property responses to feedbacks
were thus shown to be dependent on the details of implementation of both aerosol activation and cloud
microphysics. These sensitivities are examined elsewhere in this issue (Gong et al, 2014). A process-
oriented cross-comparison of indirect effect implementations, including the microphysics schemes
employed and the extent of aerosol interactions with those schemes, for shorter-duration test cases, is
therefore recommended for future research.

Our results suggest that the aerosol indirect effect usually dominates over the aerosol direct effect, given
that models incorporating both show feedback-derived changes which are substantially larger than those
of with the direct effect alone (cf. our time series for surface 2m temperature, downward and upward
shortwave radiation at the surface, upward shortwave radiation at the model top, PBL height in North
America, precipitation and cloud liquid water path all show a greater magnitude decreases in correlation
coefficient for models incorporating the indirect effect than direct-effect only models). The
comparisons also suggest that the direct and indirect effects may sometimes act in competition (c.f. our
EU time series for 2m temperature, surface downward and upward shortwave radiation, model top
upward shortwave radiation, and PBL height, and compare the direction of changes for the same variables
between NA direct + indirect effect models with the direct effect model). Studies focused on the
processes by which that competition takes place are recommended for future research.
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Tables for
“Feedbacks between Air Pollution and Weather, Part 1: Effects on Weather”
by P.A. Makar et al.

Table 1. Methodologies used in simulating aerosol direct and indirect effects and feedbacks in the suite of models.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Model (AQMEII-2 ID) and references</th>
<th>Direct Effect Methodology</th>
<th>Indirect Effect Methodology and Cloud Microphysics</th>
<th>Parameterized Clouds</th>
<th>Aerosol Size Representation and processes</th>
<th>Meteorological IC/B.C.</th>
<th>Land Surface Model</th>
<th>PHL Scheme</th>
<th>Radiative Transfer Scheme</th>
<th>Gas-Phase Chemical Mechanism</th>
<th>Time Period, Data available for comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EU WRF-CHEM 3.4.1 (Feedback: SI2, basecase: SI2) Grell et al., 2005, Skamarock et al., 2008</td>
<td>Fast-Chapman: Fast et al., 2009</td>
<td>None; the cloud droplet concentration: 250 cm⁻³</td>
<td>NONE</td>
<td>MODA3: MADE-VBS aerosol scheme (Ahmadov et al., 2012)</td>
<td>ECMWF-3: hourly data from the ECMWF operational archive (analysis at 00 and 12 UTC and the respective 06/18 UTC forecasts), with the spatial resolution of 0.25° on 91 model-levels</td>
<td>NCEP (Chen and Dudhia, 2001), YSU (Hong et al., 2006)</td>
<td>CBV (Yarwood et al., 2005)</td>
<td>2010 feedback and non-feedback. Both chemistry and meteorological models available for comparison.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EU WRF-CHEM 3.4.1 (New experimental version based on v 3.4; IT2) Grell et al., 2005, Skamarock et al., 2008</td>
<td>Direct effects simulated following Fast et al., 2006, Chapman et al., 2009</td>
<td>None; the cloud droplet concentration: 250 cm⁻³</td>
<td>NONE</td>
<td>MADE-SORGAM (Ackermann et al., 2009, Schell et al., 2001)</td>
<td>ECMWF-3: hourly data from the ECMWF operational archive (analysis at 00 and 12 UTC and the respective 06/18 UTC forecasts), with the spatial resolution of 0.25° on 91 model-levels</td>
<td>NCEP (Chen and Dudhia, 2001), YSU (Hong et al., 2006)</td>
<td>CB-IV-Modified (Sauter et al., 2012)</td>
<td>2010 feedback and weather-only simulation. Meteorological variables available for comparison.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2  Statistical measures used to compare Feedback (F) and No-Feedback (NF) simulations

<table>
<thead>
<tr>
<th>Statistical Measure</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCC</td>
<td>Pearson Correlation Coefficient</td>
<td>[ PCC = \frac{\sum_{i=1}^{N} (NF_i \cdot F_i) - \sum_{i=1}^{N} F_i \cdot \sum_{i=1}^{N} NF_i}{\sqrt{\left[N \sum_{i=1}^{N} (F_i \cdot F_i) - \sum_{i=1}^{N} F_i \right] \left[\sum_{i=1}^{N} (F_i) \right] - \left[\sum_{i=1}^{N} (NF_i \cdot NF_i) - \sum_{i=1}^{N} (NF_i) \cdot \sum_{i=1}^{N} (NF_i)\right]} ]</td>
</tr>
<tr>
<td>MD</td>
<td>Mean Difference</td>
<td>[ MD = \frac{1}{N} \sum_{i=1}^{N} (F_i - NF_i) ]</td>
</tr>
<tr>
<td>MAD</td>
<td>Mean Absolute Difference</td>
<td>[ MAD = \frac{1}{N} \sum_{i=1}^{N}</td>
</tr>
<tr>
<td>MSD</td>
<td>Mean Square Difference</td>
<td>[ MSD = \frac{1}{N} \sum_{i=1}^{N} (F_i - NF_i)^2 ]</td>
</tr>
<tr>
<td>Intercept</td>
<td>Intercept of observations vs. model best-fit line</td>
<td>[ a = \bar{F} - b \cdot \bar{NF} ]</td>
</tr>
<tr>
<td>NMD</td>
<td>Normalized Mean Difference</td>
<td>[ NMD = \frac{\sum_{i=1}^{N} (F_i - NF_i)}{\sum_{i=1}^{N} NF_i} \times 100 ]</td>
</tr>
<tr>
<td>NMAD</td>
<td>Normalized Mean Absolute Difference</td>
<td>[ NMAD = \frac{\sum_{i=1}^{N}</td>
</tr>
<tr>
<td>RMSD</td>
<td>Root Mean Square Difference</td>
<td>[ RMSD = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (F_i - NF)^2} ]</td>
</tr>
<tr>
<td>Slope</td>
<td>Slope of observations vs. model best-fit line</td>
<td>[ b = \frac{\sum_{i=1}^{N} \left[ (NF_i - \bar{NF})(F_i - \bar{F}) \right]}{\sum_{i=1}^{N} \left[ (NF_i - \bar{NF})^2 \right]} ]</td>
</tr>
</tbody>
</table>
Standard Deviation (Feedback and No-Feedback)

\[
STD = \frac{\sum_{i=1}^{N} (F_i - \bar{F})^2}{\sum_{i=1}^{N} (NF_i - \bar{NF})^2}
\]

Change in standard deviation (used to compare two model's variability, where F and NF are the Feedback and No-Feedback models, respectively)

\[
DSTD = \frac{\sum_{i=1}^{N} (F_i - \bar{F})^2}{\sum_{i=1}^{N} (NF_i - \bar{NF})^2}
\]

<table>
<thead>
<tr>
<th>Variable</th>
<th>NA lowest correlation coefficient</th>
<th>EU lowest correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface temperature</td>
<td>0.885</td>
<td>0.974</td>
</tr>
<tr>
<td>Downward shortwave at the surface</td>
<td>0.30</td>
<td>0.65</td>
</tr>
<tr>
<td>Upward shortwave at the surface</td>
<td>0.52</td>
<td>0.61</td>
</tr>
<tr>
<td>Upward shortwave at the model top</td>
<td>0.10</td>
<td>0.60</td>
</tr>
<tr>
<td>PBL Height</td>
<td>0.20 (most &gt;0.60)</td>
<td>0.75</td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.00</td>
<td>0.25</td>
</tr>
<tr>
<td>Cloud Liquid Water Path</td>
<td>0.06</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 3. Minimum hourly grid correlation coefficients feedback versus no-feedback simulations
Table 4. Summary of feedback impacts, by variable, model and domain

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model</th>
<th>Direct (D), Direct + Indirect (I+D) Feedbacks implemented</th>
<th>Domain</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>GEM-MACH</td>
<td>D+I</td>
<td>NA</td>
<td>Winter increases, summer decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D+I</td>
<td>EU</td>
<td>Summer increases, winter decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>EU</td>
<td>Decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CMAQ</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Surface Downward Shortwave</td>
<td>GEM-MACH</td>
<td>D+I</td>
<td>NA</td>
<td>Increases/decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D+I</td>
<td>EU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>NA</td>
<td>Decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CMAQ</td>
<td>D</td>
<td>NA</td>
<td>Decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>EU</td>
<td></td>
</tr>
<tr>
<td>Surface Upward Shortwave</td>
<td>GEM-MACH</td>
<td>D+I</td>
<td>NA</td>
<td>Increases/decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D+I</td>
<td>EU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>NA</td>
<td>Decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CMAQ</td>
<td>D</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>EU</td>
<td></td>
</tr>
<tr>
<td>Top Upward Shortwave</td>
<td>GEM-MACH</td>
<td>D+I</td>
<td>NA</td>
<td>Dominantly increases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>EU</td>
<td>Dominantly decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CMAQ</td>
<td>D</td>
<td>EU</td>
<td>Dominantly increases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>EU</td>
<td>Dominantly decreases</td>
</tr>
<tr>
<td>Precipitation</td>
<td>WRF-CHEM</td>
<td>D</td>
<td>EU</td>
<td>Dominantly decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CMAQ</td>
<td>D</td>
<td>NA</td>
<td>Dominantly decreases</td>
</tr>
<tr>
<td></td>
<td>GEM-MACH</td>
<td>D+I</td>
<td>NA</td>
<td>Dominantly increases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D+I</td>
<td>EU</td>
<td>Dominantly increases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>NA</td>
<td>Increases and decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Cloud Liquid Water Path</td>
<td>GEM-MACH</td>
<td>D+I</td>
<td>NA</td>
<td>Increases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D+I</td>
<td>EU</td>
<td>Decreases</td>
</tr>
<tr>
<td>PBL height</td>
<td>GEM-MACH</td>
<td>D+I</td>
<td>NA</td>
<td>Summer decreases, winter increases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D+I</td>
<td>EU</td>
<td>Decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CMAQ</td>
<td>D</td>
<td>NA</td>
<td>Decreases</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM</td>
<td>D</td>
<td>EU</td>
<td>Decreases</td>
</tr>
</tbody>
</table>
Table 5. Summary of Comparisons to Observations, NA (after Brunner et al, 2014). Italics indicate best score, bold face best score between feedback and no-feedback models. Numbers in brackets refer to biases within subdomains (NA1/NA2/NA3: western, south-eastern, and north-eastern NA), other numbers are averages for the continent.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Bias, NA Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GEM-MACH 1.5.1 (no-feedback)</td>
</tr>
<tr>
<td></td>
<td>GEM-MACH 1.5.1 (direct + indirect effect feedback)</td>
</tr>
<tr>
<td></td>
<td>WRF-CMAQ 5.0.1 (direct effect feedback)</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM 3.4.1 (direct + indirect effect feedback)</td>
</tr>
<tr>
<td>Annual Surface Pressure (mb)</td>
<td>-5.1</td>
</tr>
<tr>
<td>Annual 2m Temperature (K)</td>
<td>-0.54 (+0.7/-0.7/0.0)</td>
</tr>
<tr>
<td>Precip (cm)</td>
<td>(-0.84/-1.61/-2.91)</td>
</tr>
<tr>
<td>Annual 10 m wind speed (ms⁻¹)</td>
<td>(0.03/0.76/0.64)</td>
</tr>
</tbody>
</table>

Table 6. Summary of Comparisons to Observations, EU (after Brunner et al, 2014). Italics indicate best score, bold face best score between directly comparable feedback and no-feedback models. Numbers in brackets refer to biases within subdomains (EU1/EU2/EU3: north-western Europe, north-eastern Europe and southern Europe and Turkey). Other numbers are averages for the continent.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Bias, EU Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WRF-CHEM 3.4.1 (no-feedback)</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM 3.4.1 (direct effect feedback)</td>
</tr>
<tr>
<td></td>
<td>WRF-CHEM 3.4.0 (direct + indirect effect feedback)</td>
</tr>
<tr>
<td>Annual 2m daily mean Temperature (K)</td>
<td>(-0.5/-0.8/-0.9)</td>
</tr>
<tr>
<td>Annual 10 m daily mean wind speed (ms⁻¹)</td>
<td>(1.0/1.3/1.2)</td>
</tr>
</tbody>
</table>
Figure 1. Comparison of hourly grid-mean temperatures, NA domain, 2010 (K). Upper row: non-feedback mean temperature (blue), mean difference (feedback – no-feedback) for (a) GEM-MACH (direct + indirect effect), (b) WRF-CHEM (direct + indirect effect), and (c) WRF-CMAQ (direct effect only). Lower row: spatial correlation coefficient in temperature at each simulated hour for (d) GEM-MACH, (e) WRF-CHEM, and (f) WRF-CMAQ.
Figure 2. Surface temperature feedback versus no-feedback comparisons for the EU domain, 2010 (K). (a,b): Hourly mean no-feedback temperature and mean temperature difference (Feedback – No-Feedback) for (a) WRF-CHEM 5.4.1 (aerosol direct effect only), WRF-CHEM 5.4.0 (direct + indirect effect). (c,d): Hourly correlation coefficient between Feedback and No-Feedback models for aerosol direct effect (c) and aerosol direct + indirect effect (d).
Figure 3. Comparison of hourly grid-mean downward shortwave radiation at the surface for the NA domain, 2010 (W m$^{-2}$). Columns from left to right are GEM-MACH (direct + indirect effect), WRF-CHEM (direct + indirect effect) and WRF-CMAQ (direct effect only). Rows from top to bottom are non-feedback mean & mean difference, correlation coefficient, and non-feedback standard deviation and difference in standard deviation (feedback – basecase).
Figure 4. Surface downward shortwave flux feedback versus no-feedback comparisons for the EU domain, 2010 (W m$^{-2}$). Panels arranged as in Figure 2.
Figure 5. As for Figure 3, for hourly grid-mean upward flux of shortwave radiation at the surface (W m$^{-2}$).
Figure 6. Surface upward shortwave flux feedback versus no-feedback comparisons for the EU domain, 2010 (W m$^{-2}$). Panels arranged as in Figure 2.
Figure 7. As for Figure 1, for hourly grid-mean upward shortwave radiation at the model top (W m$^2$).
Figure 8. Top-of-model upward shortwave flux feedback versus no-feedback comparisons for the EU domain, 2010 (W m$^{-2}$). Panels arranged as in Figure 2.
Figure 9. Comparison of hourly grid-mean PBL height, NA domain, 2010 (m). are GEM-MACH (direct + indirect effect), WRF-CHEM (direct + indirect effect) and WRF-CMAQ (direct effect only). Rows from top to bottom are correlation coefficient, non-feedback mean & mean difference, and non-feedback standard deviation and difference in standard deviation (feedback – basecase).
Figure 10. Planetary Boundary Layer Height feedback versus no-feedback comparisons for the EU domain, 2010 (m). Panels arranged as in Figure 2.
Figure 11. As for Figure 1, Precipitation (grid average mm h\textsuperscript{-1}). Note changes in y-axis scales between (a,b,c).
Figure 12. Hourly precipitation, feedback versus no-feedback, EU domain, 2010 (grid average mm h\(^{-1}\)). Panels arranged as in Figure 2.
Figure 13. Grid-average cloud liquid water path, GEM-MACH (direct + indirect effect) (g m$^{-2}$). (a) Mean non-feedback values (blue) and mean difference (feedback – basecase), (b) Correlation coefficient.
Figure 14. Hourly Cloud Liquid Water Path, feedback versus no-feedback, EU domain, 2010 (g m$^{-2}$). Panels arranged as in Figure 2.
Figure 15. Mean differences for the NA domain, summer analysis period, downward shortwave radiation at the surface (a,c,e) (W m$^{-2}$) and surface temperature (b,d,f) (K) for GEM-MACH (a,b), WRF-CHEM (c,d), and WRF-CMAQ (e,f).
Figure 16. Comparison of feedback-induced changes in simulated mean hourly downward shortwave radiation (a,c) (W m\(^{-2}\)), and surface temperatures (b,d) (K), July 25\(^{th}\) to August 19\(^{th}\), EU domain. (a,b): Direct effect only WRF-CHEM. (c,d): Direct + Indirect effect WRF-CHEM. Note changes in colour scale between panels.
Figure 17. Comparison of feedback-induced changes in simulated PBL height (m) for NA (July 15th to August 15th, a,b,c), and EU (d,e).
Figure 18. Comparison of feedback-induced changes in simulated average hourly total precipitation for NA (July 15th to August 15th, a,b,c), and EU (July 25th through August 19th, (d,e) (mm h⁻¹)).
Figure 19. Comparison of summer feedback-induced changes in simulated cloud liquid water path (g m⁻²) for NA (GEM-MACH, (a)), and EU WRF-CHEM with direct effect (b) and direct + indirect effect (c). Note change in colour scales between panels.
Figure 20. Change in magnitude of annual surface temperature mean bias (K) for GEM-MACH simulation (feedback |MB| - no-feedback |MB|), North American observation sites.
Figure 21. Change in magnitude of annual surface temperature mean bias (K) for WRF-CHEM simulation (feedback |MB| - no-feedback |MB|), European observation sites.
Highlights
Fully coupled air pollution / weather models were compared as part of AQMEII-2.
Responses to feedbacks for weather (Part 1), and air pollution (Part 2).
Feedbacks systematically changed weather and air pollution forecasts.
Aerosol in-and direct effects were often opposed, and direct effects were smaller.
Indirect effect, cloud microphysics implementation likely caused model differences.
Feedbacks improved forecasts though model–based differences had greater magnitude.