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Abstract

The meteorological predictions of fully coupled-qirality models running in “feedback” versus “no-
feedback” simulations were compared against edwdr @ind observations as part of Phase 2 of the Air
Quality Model Evaluation International Initiativen the “no-feedback” mode, the aerosol direct and
indirect effects were disabled, with the modelsrérg to either climatologies of aerosol propestier a
no-aerosol weather simulation. In the “feedbackide the model-generated aerosols were allowed to
modify the radiative transfer and/or cloud formatfmarameterizations of the respective models. Ahnu
simulations with and without feedbacks were coneldicin domains over North America for the years

2006 and 2010, and over Europe for the year 2010.
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The incorporation of feedbacks was found to raautystematic changes to forecast predictions of
meteorological variables, both in time and spadth the largest impacts occurring in the summer and
near large sources of pollution. Models incorgagabnly the aerosol direct effect predicted feedtba
induced reductions in temperature, surface downaaddupward shortwave radiation, precipitation and
PBL height, and increased upward shortwave radiaiioboth Europe and North America. The feedback
response of models incorporating both the aerasettdand indirect effects varied across models,
suggesting the details of implementation of thérew effect have a large impact on model resaltsg],
hence should be a focus for future research. &eealbiack response of models incorporating bothtdirec
and indirect effects was also consistently largenagnitude to that of models incorporating thedtir
effect alone, implying that the indirect effect nizg/the dominant process. Comparisons across
modelling platforms suggested that direct and extieffect feedbacks may often act in competitiba:
sign of residual changes associated with feedbaités changed between those models incorporatimg th

direct effect alone versus those incorporating te¢lback processes.

Model comparisons to observations for no-feedbackfaedback implementations of the same model
showed that differences in performance between teadere larger than the performance changes
associated with implementing feedbacks within &gimodel. However, feedback implementation was
shown to result in improved forecasts of meteorickigparameters such as the 2m surface temperature
and precipitation. These findings suggest thetierological forecasts may be improved through the
use of fully coupled feedback models, or througtoiporation of improved climatologies of aerosol

properties, the latter designed to include spagahporal and aerosol size and/or speciation vanisit

I ntroduction

This work examines the effects of air pollutionforecasts of weather, through the use of fully ¢edp

air pollution / weather forecast models. A comparpaper to this work (Makat al, 2014) explores the
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effects of feedbacks from air pollution on simuthtgmospheric chemistry. Both studies were undentak

as part of Phase 2 of the Air Quality Model Evahlmainternational Initiative (AQMEII-2).

AQMEII-2 builds on the work begun under the firbiage (AQMEII), an intercomparison of air pollution
forecast models wherein most participating airygah models were “off-line”, that is to say, they
required as input meteorological files from a weatlorecast or climate model. Emissions inputs for
these models as well as boundary conditions waradrdzed, and the models were compared to air-
quality observations using sophisticated statiktmals, for annual simulations of air quality fibre year

2006 (Galmarinet al, 2012a,b; Solazzet al2012, a,b), for both Europe (EU) and North Ame(ida).

A more recent development in the modelling of ttleasphere for synoptic forecast timescales is the
“on-line” air quality model, in which both chemigtand weather forecasts are created in the same
modelling framework (e.g. Gredit al, 2005; Zhang, 2008; Moraat al, 2010; and cf. Baklanost al.,
2014 for a recent review of these models). Furtlescription of the models specifically employedehe
and references for the construction of this fiestgration of feedback models appears in the Methggo
section, and Table 1). On-line models reduce timepeitational overhead associated with the tramgfer
large meteorological input files into computer meyand have the potential to reduce errors astsutia
with interpolation between meteorological and aialgy model grid projections. These models hidnee
added advantage of allowing the possibility of mparating feedbacks between air pollution and
meteorology. These are known as “fully coupledioe models, as distinct from on-line models in
which the chemical processes make use of meteacaldgformation, without a reverse communication
in which chemistry is allowed to alter the meteogy. Feedbacks are incorporated into global and
regional climate models as a requirement for atcewidmate prediction (cf. Forstet al 2007), and the
role of aerosols in accurate modelling of the agphese on climatological timescales has long been
recognized (c.f. IPCC, 2007). However, climate eisdbecause of the long time periods used for thei
simulations, the associated computational limitegj@and the need to resolve the atmosphere ofitire e

Earth, usually do not employ atmospheric chemiocat@sses with the same degree of sophisticatits as
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found in regional air-quality models. The roleagfosols in the radiative balance of the atmospliare
the radiative properties of the aerosols themsde®sol direct effect) or via the aerosols roladgting
as cloud condensation nuclei (aerosol indirectcéffés key to climate model prediction accuraayt b
remains a considerable source of uncertainty inghpictdictions (IPCC, 2007). Conversely, most
meteorological models used to forecast weathelyoogic or shorter timescales use climatologies or
simplified parameterizations of aerosol propertiegirder to represent the aerosol direct and éudlir
effects. The cross-comparison fully coupled regi@ir-quality models is thus of interest to thestific
community, in order to better understand the rélieedback processes on the short time scales
associated with weather forecasts, and to ideatifgmonalities and differences between forecastn fro
different modelling platforms. The latter provideseans by which to identify model parameterizetio
requiring improvement. The models examined hegdles first generation to include fully coupled
weather/air-quality processes in a regional foriogsontext, and this is the first attempt to gifsgrand

cross-compare the impacts of direct and indirdietcetierosol feedbacks using these models.

In Phase 2 of AQMEII, on-line fully coupled regidmaodels using harmonized emissions and chemical
boundary conditions were inter-compared and evatLiagainst observations of air-quality and
meteorology, for North American (NA) and EuropeBf domains, for the years 2006 and 2010 €tm
al, 2014a,b, Yahya et al., 2014a, b; Campbell e@ll4; Wang et al., 2014a, Brunner et al, 2014, aMak
et al, this issue). Here, we focus on the speisfioe of the extent to which feedback processgs ma

influence weather forecasts, in order to attemgtddress the following questions:

() Does the incorporation of feedbacks in on-line nedesult in systematic changes to
their predicted meteorology?

(2) Do the changes vary in time and space?

3) To what extent does the incorporation of feedb@tisove or worsen model results,

compared to observations?



110 In Part 2 (Makar et al, 2014), we examine the ¢ffe€ feedbacks on the model’'s chemical predictions
111  Here, we examine the effects of feedbacks on thdefabmeteorological predictions, with a focus ba t

112 common year for both domains, 2010.

113  Methodology

114  Table 1 provides details and references for thegigaiting models’ version numbers, cloud

115  parameterizations, aerosol size representatiomacrdphysics algorithms, meteorological initial and
116  boundary conditions, land-surface models, plandianndary layer schemes, radiative transfer schemes
117  gas-phase chemistry mechanisms, and the time panidanodel variables available for comparisons.
118 Table 1 also provides details on the methodologylis allow the feedback models’ aerosols to

119  participate in radiative transfer calculations ¢set direct effect), and in the formation of clowdscloud
120  condensation nuclei, which in turn may change #ukative and other properties of the simulatedaou
121  (aerosol indirect effect). Ideally, the study lo¢ impact of feedbacks on coupled model simulations
122 would make use of two versions of each air-qualitdel, one in which the feedback mechanisms have
123  been disabled, and the other with enabled feedimadhanisms. However, not all of the participating
124  modelling groups in AQMEII-2 had the computatioredources to carry out both non-feedback and
125 feedback simulations, nor were all groups ablénmkate both direct and indirect effect feedbacker

126  the North American AQMEII simulations, only the gmcontributing the GEM-MACH model (Moraat
127  al, 2010), modified here for both aerosol direct amtirect feedbacks, was able to simulate both ef th
128  years 2006 and 2010. The WRF-CMAQ model was usggmerate direct-effect-only feedback

129  simulations for 2006 and 2010, but no-feedback Etians were only generated for summer periods of
130 each year. The WRF-CHEM model with a configurafimnboth direct and indirect effects was used for
131  feedback simulations of both years, but no-feedisamkilations were only available for this model or
132  one-month period and are discussed elsewhere (\&taalg 2014b). However, simulations of weather
133  using the equivalent WRF model in the absenceadliacks were used to generate meteorological

134  simulations de factowithout feedbacks due to the lack of chemistrWiRF). These simulations could
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then be used for comparison to the meteorologiatdud of the WRF-CHEM feedback simulations. For
the EU AQMEII simulations, three WRF-CHEM simulat®were compared for the year 2010: a
version 3.4.1 no-feedback simulation in which aliasol interactions with meteorology were disabéed,
version 3.4.1 direct-effect-only simulation, andeaision 3.4.0 simulation incorporating both diract
indirect effects. For the combined direct + indireffect WRF-CHEM3.4.0 simulation, a WRF-only
simulation was carried out to determine the feekllimpacts on meteorology. The simulations thus
comprise the best currently available model sinmuetfor evaluating the effects of feedbacks — the
choice of modelling platforms was not arbitraryt ictated by the computational resources of the

contributing research groups.

The underlying meteorological models may have patarizations to represent aerosol effects, and the
extent to which the parameterizations are usedtsidconstruction differs between the models. na-*
feedback” simulation is therefore not necessarilgamaerosol” simulation. GEM-MACH's no-feedback
mode includes parameterizations for the aerosettiand indirect effect (the former using latituadin
varying aerosol optical properties and the lattsingple function of supersaturation, see TableThe
WRF “no-feedback” implementations used here invHRF-CHEM and WRF-CMAQ models have no
direct effect parameterizations (aerosols treasezteo concentration), and a constant cloud droplet
number of 250 cwas used in place of a cloud condensation nuglatameterization (Forket al,

2012). Differences between the models’ resptméeedbacks are thus also with respect to these pr
existing parameterizations or simplifications, aifferences between these approaches may influbece

variation in the models’ response to feedbacks.

All models made use of their native meteorologdraling analyses or nudging procedures. Under the
AQMEII-2 protocol, the simulations were conductadiistepped fashion. A meteorological spin-up
period (the length of which was up to the individparticipants, usually 12 to 24 hours) during whic
only meteorological processes, and no feedback® used to bring the model’'s meteorology to a guasi

steady state with regards to cloud processes. \ildssfollowed by a 48 hour simulation of meteorglog
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and chemistry (either with or without feedback) the subsequent staggered step, a second
meteorology-only spin-up simulation began 12 td@drs before the end of the previous chemistry
simulation. Upon reaching the time correspondnthe end of the previous simulation, the models
would make use of that simulation’s final chemicahcentrations, continuing the process forwardy wit
no-feedback or feedback simulations, for the n&didurs. Most of the models used a data-assirdilate
meteorological analysis as the meteorologicalahionditions for each of the staggered forecaatsa
result of this staggered-step procedure, the meltegical portions of the forecasts were not allowed
“drift” too far from meteorological objective anakgs during the course of the simulations — the
differences shown in this paper and Part 2 (Makat.£2014) are thus the net effect of feedbabks t
occur over a sequence of 48 hour simulations, thighchemical concentrations generated by the two
simulations being the single ongoing connectingofalbetween the paired simulations. The WRF-
CMAQ model was run continuously for both 2006 afd@with low-strength nudging applied
throughout the duration of the simulation (Hogrefal, 2014, this issue). Sensitivity simulations
presented in Hogrefet al. (2014) showed that nhudging helped to improve rmpeddormance for 2m
temperature while only slightly reducing the stringf the WRF-CMAQ simulated direct feedback
effect. The use of native analyses or nudginggmores and the overlapping 48 hour forecasts thus
imply the results shown here are of the highestvagice to synoptic forecasting time-scales, while

providing valuable information for climatologicaladelling.

The horizontal resolutions of the models variedEMGMACH used 15 km horizontal, WRF-CHEM, 36
km, and WRF-CMAQ 12 km. The EU WRF-CHEM simulasamployed a common horizontal
resolution of 23 km. Further details on the modeld their components may be found in Table 1, and
further description of the models are provided ampbellet al (2014), and Im et al (2014a,b)). The
models used in the comparisons performed here hneited to those which had complete or partial no-
feedback and feedback simulations for the AQMEfh@del years; the full suite of AQMEII -2 models

and comparisons to observations are also desdridedet al, (2014a,b).
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The model simulations occurred on the “native” gridjection for each model, but were interpolatad f
cross-comparison purposes to common AQMEII latitlashgitude grids with a resolution of 0.25 degrees
for the NA or EU domains, respectively. For the Bifulations, the native model grids overlapped thi
target grid to different degrees, so a common “rhasiorporating the union of all model projectionis

the common grid was employed. For the EU simutatiohe different versions of WRF-CHEM were
operated on the same native grid, though comparisamnied out here were conducted using the AQMEII

European grid.

Feedback and non-feedback simulations were comparegkch other in two ways. First, at every hdur o
simulation, the spatial variation between feedteui non-feedback model values on the AQMEII grids
were compared using the statistical measures thescim Table 2. This comparison allowed the
identification of seasonal trends in the spatigbaict of feedbacks, as well as particular time gisriwhen
these impacts were the strongest. Second, tdelnalues at each gridpoint were compared achoes t
(for the entire simulated year and for shorter tpedods), allowing the creation of spatial mapshef
impact of feedbacks on the common simulation véegmbThese maps help identify the regions where
feedbacks have the largest effect on the simulatiscome. A comprehensive evaluation of all
AQMEII-2 fully coupled models against meteorolodiobservations occurs elsewhere (Bruneieal

2014), while here we carry out that comparison witubset of models, and focus on identifying the

main impacts of the feedbacks on the forecastedonabgy.

1. Comparison of Model Simulationsby Time Series

1.1 Temperature

Figure 1 shows the time series of the mean diff@eiia,b,c) and correlation coefficients (d,e,f)
for each model for the year 2010 for the North Aicaer (NA) domain models. Both the WRF-CHEM
and GEM-MACH models show positive values of the médference in winter and negative mean

differences in the summer, and the WRF-CMAQ sumsimaulations also show negative mean



209 differences. The incorporation of feedbacks insesavinter temperatures and decreases summer
210 temperatures. Low hourly correlation coefficieatsoss the grid (Figure 1 d,e,f) indicate times ntie
211 feedback and no-feedback models have diverged.catnelation coefficient in Figure 1 thus show that
212 the feedbacks have the greatest impact in 2010 frelonuary 15 through March 15, and for a few days
213 centered on April ZDand May 18. The WRF-CMAQ and GEM-MACH models also show the-m

214  summer period between July™l&nd August 18 as being strongly impacted by feedbacks, though to
215  differing degrees. The WRF-CMAQ differences arecmamaller than the other two models; WRF-
216 CMAQ as implemented here includes only the aerdisett effect, indicating that the indirect effecay

217  have a larger impact on temperature forecasts.

218 Figure 2 shows the time series of the mean differeifa,b) and correlation coefficients (c,d) for
219  each European (EU) model for the year 2010. Thesaédirect effect decreases the mean surface
220 temperature (Fig. 2(a), red line, always negatiaay] reaches a maximum perturbation of -0.25C

221  between July 25and August 19, This time period also shows as a negative spikiee correlation

222  between feedback and no-feedback simulations femtiodel (Fig. 2(c)). During the given time periad
223 series of intense forest fires took place in wesRussia, the emissions from which were includeithén
224  models’ emissions database for the EU simulationsontrast, the indirect + direct effect simubati
225 mean differences (Fig. 2(b)), while also showintggative value during that time period, are slightl
226  reduced in magnitude relative to the direct eféctulation (note that the scales differ between th
227  figures). The drop in feedback versus no-feedlzackelation coefficient so prominent in the direct-
228  effect-only simulation (Fig. 2(c)) appears to beeit when the indirect effect is also included (Bi@l)).
229  However, the overall perturbations in the no-feetttta feedback correlation coefficient when the
230 indirect effect is included are much larger. Timpact of the Russian fires with respect to surface
231  temperature is larger for the direct effect, bubidified by indirect effect perturbations when thiter is
232  added. However, there are other meteorologicébtas for which the indirect effect, driven by the

233  Russian fires, has a dominating influence, asheilshown below.
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1.2 Downward flux of shortwave radiation at thefage

The three models’ response of downward surface-steore radiation towards feedbacks differs,
as shown in Figure 3. Differences between feedbadknon-feedback simulated grid mean values for
GEM-MACH (Fig 3(a)) were both positive and negatoxesr the course of the simulation period (with
the negative changes having the higher magnitudésjvever, for both WRF-CHEM and WRF-CMAQ
(Fig. 3(b,c)), the incorporation of feedbacks resiliin reduced downward shortwave fluxes. This
difference in response can be explained in theesowf the default model options in the absence of
feedbacks. In GEM-MACH's non-feedback configuratiaerosol radiative effects are treated through
the use of tables of “typical” aerosol radiativegerties (AOD, single scattering albedo and
backscattering ratio). The mean differences shimwvGEM-MACH are differences from these typical
conditions, in addition to showing the effects @édbacks. Positive values in Figure 3(a) thusessmt
times wherein the feedback aerosols have smalterabgepths than the standard profiles, while tigga
values indicate times when the feedback aeroseis gieater optical depths than the standard psofile
For the WRF-CMAQ and WRF-CHEM simulations, aerasaliative adjustments are only made in the
feedback case (no aerosol radiative effects atevesdin the non-feedback case), hence the impacts o
downward shortwave radiation at the ground araeghtive.  All three models show that feedbacks
alter the shortwave radiation travelling towards gnound. The GEM-MACH simulations suggest that
while the default optical parameters used in thatier forecast model are within the range of pasiti
and negative variation afforded by explicitly simad aerosols, there are locally large positive and
negative deviations of the radiative balance nedatib this case (feedback-induced variations irrligou
grid mean values of +10 to -50 WAn The WRF-CHEM and WRF-CMAQ simulations show ttiee net
effect of the aerosols is to decrease the downvaatiative flux (by up to -150 and -12 W?n

respectively).

Correlation coefficients (Fig. 3(d,e,f) show a ttesimilar to that of temperature (Figure 1), with

the summer period from July 15 through August h&ving the greatest impact of feedbacks (i.e. the

10



259 lowest correlation between feedback and non-feddhats). Figure 3(g,h,i) shows the extent to which
260 feedbacks have influenced the hourly spatial véiiplef the model predictions for temperature,dbgh
261  calculating the difference in the hourly standaegidtion of the model results (Feedback standard

262  deviation — Non-Feedback standard deviation). vir@bility generally increases for GEM-MACH with
263 the incorporation of feedbacks, while increasesdewteases during the year can be seen for WRF-
264  CHEM and the variability always decreases for WRBAD. Given that WRF-CMAQ in this

265 implementation only includes the aerosol direct&ffthe increases in variability in surface dowrdva
266  shortwave radiation with the other two models nmelgite to the changes in the variability of the tmra

267  of clouds (i.e., the aerosol indirect effect).

268 The prominent feature of the EU direct-effect-osilyulation is the Russian fires, which cause a
269  grid average decrease in the downward flux of -283Fig. 4 (a)), and a negative spike in the Feedback
270  to No-Feedback model to model correlation coeffitigig. 4 (c)). In the simulation incorporatirtget

271  direct + indirect effects (Fig. 4 (b,d)), the négaiperturbation has decreased to -12 ¥and are offset

272 by positive perturbations of greater magnitude .(Bi¢h)). These perturbations associated with ghan

273 in cloudiness following the incorporation of the@s®l indirect effect dominate the correlation

274  coefficient differences in Figure 4 (d)). The direffect thus acts to solely reduce the downward

275  shortwave reaching the surface, while the additiothe indirect effect has the potential to inceedis

276  and may offset or reverse the decreases assouwidtethe direct effect. These findings have refesa

277  towards the study of short-term climate forcerhis tompetition between direct and indirect effatt

278  the radiative balance may have a key role on thaanof aerosols on climate.
279 1.3 Upward flux of shortwave radiation at the suda

280 For GEM-MACH, the mean difference in surface upwsindrtwave radiation varies between +5
281  and -15W rif, with no pronounced seasonality, while for thecotfivo NA models, the feedback-induced

282  change in the upward flux is negative, and is high¢he winter than in the summer (WRF-CHEM: up to

11



283  -40Wm?% WRF-CMAQ: up to -2.0 Wi Figure 5, (a) - (c)). The uniform reduction imrfece upward
284  shortwave radiation in the latter two models with aiddition of feedbacks probably reflects the abse
285  of a parameterization for aerosol radiative transféhe underlying meteorological model; the upsvar
286  shortwave flux is reduced in the presence of aéspeelative to their absence. The positive arghiiee
287  differences for the GEM-MACH model represent theialions of the grid average aerosol radiative
288  transfer from the parameterized radiative transféine non-feedback simulation. Of potential ietris
289  the extent to which feedbacks modify the variapitit simulated meteorological variables such as
290 shortwave radiative fluxes — here, we examinetthisugh the changes in standard deviation of théaho
291 fields at each hour (Fig. 3 (g),(h),(i)). Changestandard deviation of the grid-mean upward ffix
292  shortwave radiation at the surface were mostlytivesior GEM-MACH (+5 to -15 W), negative in
293 winter and positive in summer for WRF-CHEM (-30#85 Wni%), and always negative for WRF-

294 CMAQ (0 to -1.0 Wnif, with one -3.5 Wi outlier in the winter, Figure 5(g)-(i)). The asabindirect
295  effect thus seems to increase the variability efithward shortwave radiative flux while the direffect
296 decreases it, though the seasonality of this chdififggs between the two models in which it is

297 incorporated. These models also show the mostimegaean differences in the same period, in the

298  month of February, 2010.

299 Figure 6 compares the EU domain mean upward sheetvadiation. Without feedbacks, the
300 mean surface upward shortwave has the typicalti@migvith seasonal surface changes (i.e. blue time
301  series, Fig. 6 (a,b)). With the introduction ofa@®l| direct effect changes (Fig. 6 (a), red linieg,

302 upward radiation is reduced, while the furtheradtrction of aerosol indirect effects (Fig. 6 (l&dine))
303 the change in upward radiation may be positiveegiative. Linked to the downward radiation (Fig. 4
304 (b)): the positive changes represent changesl {ecaeases) in cloudiness, in turn affecting theant
305 of downward shortwave radiation reaching the s@faence the amount returning upwards thereafter.
306  The direct effect correlation coefficient (Fig.@)(once again is dominated by the Russian fir@gwand

307 inthe direct + indirect simulation (Fig. 6 (d)hetcorrelation coefficients are controlled by iedireffect

12
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changes resulting in larger differences betweerithelations than with the direct effect alone, levtmiot
erasing the impact of the fires. Other low cotielaevents occur in mid-January and mid-February i

both simulations.

1.4 Upward flux of shortwave radiation at the tdghe model

The height of the top of the models varies, hemdg the sign of the feedback effects will be
discussed here. The change in the mean upwardfisixortwave radiation due to feedbacks in GEM-
MACH and WRF-CMAQ is predominantly positive: feeatls increase the upward flux of shortwave
radiation at the model top (Figure 7 (a-c)). Thaelation coefficients for WRF-CMAQ and GEM-

MACH are the lowest in the summer, though WRF-CHEAS relatively little seasonal variation (Fig

7(d-f)).

For the EU, the model-top upward shortwave fluxg(iFeé 8) shows that the influence of
feedbacks is the reverse of that of the upwarddhuke surface (Figure 6). The direct-effect-only
simulation (Fig 8 (a)), shows an increase in thwamd shortwave flux, and the addition of the indire
effect results in occasional slight increases pgoetiominantly decreases. Slightly more shortwanesgy
is released to space with the aerosol direct eféext more remains in the system when the indekectt
is added. As for all of the EU radiation figur@s 4, 6, and 8), the largest impact of the feedbadcurs

during the summer months.

1.5 Planetary Boundary Layer Height

The model correlation coefficients between feedtmak non-feedback simulated PBL heights
were lowest in the summer in both years (FigureT)e lowest values in correlation coefficient (GEM
MACH: 0.70, WRF-CHEM: 0.20, WRF-CMAQ: 0.96; Figu®ga)-(c)) suggest that the aerosol indirect
effect contributes the greater portion of the cleaimgPBL height. The models responded differetatly
feedbacks, with the PBL generally increasing in GEMCH, particularly in winter, and generally

increasing in WRF-CHEM in the summer and decreaisinginter, while decreasing in the WRF-CMAQ
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summer simulation (Figure 9(d)-(f)). The modelsarporating the aerosol indirect effect tendedaweeh
both positive and negative changes in the stardiarition, while the one incorporating only theegir
effect had uniform decreases in standard devigkaure 9(g)-(i)). The aerosol direct effect thus

appears to reduce the variability in the PBL height

The aerosol direct effect has a more significaqtaot than the indirect effect on EU planetary
boundary layer height, in contrast to the radiabiméance figures discussed above (Figure 10). The
change in PBL height for both simulations (red dingig. 10 (a,b)) is predominantly towards decrease
PBL height for both simulations. Direct effect PBhanges (Fig. 10 (a)) are always negative andewhi
small positive changes occur with the additionhef indirect effect, the latter also has an overadjative
offset relative to its no-feedback simulation. Banfy, the differences in correlation coefficigiitig. 10
(c,d))) are closer in magnitude for the two simola$ than the other EU meteorological variables
analyzed above. Once again, the Russian fired staty as a time of decreased PBL heights and

decreased correlation coefficients.

1.6 Precipitation

The magnitude of mean precipitation and the diffeeein mean precipitation is higher in WRF-
CHEM than in GEM-MACH or WRF-CMAQ (Figure 11 (a-c)The sign of the models’ precipitation
response to feedbacks differs, with GEM-MACH shayvinostly increases in precipitation, WRF-CHEM
showing increases and decreases, and WRF-CMAQ sbaonbstly decreases. The sign and magnitude
of the change in precipitation is thus highly medependent. The simulations have the lowest
correlation coefficients roughly from July"Lfhrough August 1%(Fig. 11 (d-f)), corresponding to the

time of greatest photochemical production of adsoso

The aerosol direct effect only EU simulation getignmasults in precipitation decreases (Fig.
12(a), red line). Decreases also occur with thitiadh of the indirect effect, but these are offisgt

sporadic increases in precipitation which may fector of 2 to 3 larger than the decreases assatiat
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with the direct effect (Fig. 12(b)). Both the ditend indirect effects have the biggest impathén
summer, as shown by the seasonality of the coiwalabefficients (Fig. 12(c,d)). However, the
correlation coefficients are lower on average figr indirect+direct effect simulation (Fig. 12 (d)gspite
the Russian fires having a larger impact in thedieffect simulation for a short time period (Fig(c)),

again suggesting the indirect effect may dominate.

The WRF-CHEM simulations in the NA domain make akthe Chapmaet al (2009) implementation
of Abdul-Razzak and Ghan (2002)’s aerosol activaticheme, while the GEM-MACH and EU WRF-
CHEM indirect+direct effect simulations also malse wf Abdul-Razzak and Ghan (2002). The WRF-
CHEM/NA model implementation seems to be much nserssitive to feedbacks for its precipitation
production than either GEM-MACH or WRF-CHEM/EU, cpating magnitudes of mean differences.
Gong et al (2014) found that the Abdul-Razzak ahdriGsscheme is very sensitive to the details of the
implementation; such implementation differencesyab as the particular cloud microphysics algarith

used, may account for the variation in response beee.

1.7 Cloud liquid water path

This variable was only available from the GEM-MAGHhulation in NA, but is mentioned here
due to the large impacts of feedbacks on that petenn With the inclusion of feedbacks, the clagdid
water path increased significantly, usually by edaof two or more (Figure 13 (a)). As with sealer
other meteorological variables, the lowest cori@tatoefficients occur in the summer (Figure 13(b))
indicating an important seasonality to the feedbeftdcts. In this model, the inclusion of aeradiobct
and indirect effects results in an increase iratin@unt of precipitation and in the amount of cléiqdid
water. The cloud droplet number density in theigoi also increases significantly, in part due kova
droplet number density being assumed in the nobfeelddmodel’s original microphysics and the manner
in which aerosol bins are subdivided within modmigmeterizations. These effects are examined in

detail in the companion paper by Gastcal (2014).
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The EU cloud liquid water path changes are compiar&igure 14, and may be contrasted with
Figure 13 (liquid water path for North America)hé changes in liquid water path for the EU domain
associated with the direct effect are very smaf].(E4(a), compare mean value blue line with reéme
difference line). The incorporation of the aerdadirect effect (Fig. 14(b)) has resulted in ardese in
the liquid water path by a factor of 0.7 to 0.3 eleging on time of year. This may be contrastedi thie
GEM-MACH simulations of Figure 13, where the cldigliid water path increased significantly.
Differences in cloud microphysics modules may aotdor some of these differences: in the module
used in GEM-MACH (Milbrandt and Yao, date) clouchdensation does not occur until the entire grid-
box is saturated. In the case of WRF-CHEM as impleted here, the default no-feedback model
assumes a constant cloud droplet number in theoptigsics scheme. While some of these differences
are doubtless due to differences in the methodalegy in the respective models, it should also be
recalled at this point that the GEM-MACH compariseibetween a representative climatological aerosol
indirect effect and a fully coupled indirect effeathile the EU WRF-CHEM result (Fig. 14(b,d))
represents the difference relative to an atmosphigheno aerosol direct effects and a prescribedd!
droplet number The GEM-MACH NA simulation thus gegts the cloud water liquid path will increase
relative to its parameterized aerosol represematitiile the WRF-CHEM EU simulation suggests timat i
the absence of aerosol indirect effect feedbad&addiquid water path will decrease. However sine
findings may be heavily influenced by the paramezgion choices within the cloud microphysics
schemes used in the no-feedback models and theemimnmhich aerosols are used to modify those
schemes in the feedback simulations. At the game the differences between the model responses
likely also represents difference in the implemgaoieof indirect effects, in that the climatologdi¢ao-
feedback” simulation of GEW-MACH (blue line, Fig3(h)) has typical average values on the order of
120 m, with feedbacks increasing that by 100m aremnehile the WRF-CHEM EU feedback simulations
have typical levels of about 70m, once the feedbheke been taken into account. Sensitivity
simulations with the GEM-MACH model (Gorgg al, 2014, this volume) show that the cloud propsrtie
of fully coupled models are highly sensitive to #ssumptions regarding updraft statistics and akros
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size distribution in determining cloud condensatioiclei numbers. Comparisons between the available
parameterizations and highly time and space redalaud studies are needed to evaluate and improve

these parameterizations.
2. Spatial Analysis of Feedbacks

In this section, we analyze the model results tivee at each model gridpoint, rather than over epac
The model-to-model comparison statistics are desdrin Table 2, where N is now the number of hours
of comparison times at each gridpoint, rather th@mnumber of common AQMEII-2 NA or EU
gridpoints used in the time series comparisonillistrate the differences, example meteorological
fields’ mean differences and correlation coeffitgewill be shown to identify the regions with the
greatest impact of feedbacks. This portion ofahalysis pairs NA and EU contour maps of feedback
influences. The maps were generated for the pdribd15’ through August 15, 2010 for the NA
domain, and July Z5through August 19 2010 for the EU domain, in order to allow all tamaodels to

be compared for NA, and to focus on the Russias fieriod for EU.
2.1 Downward Shortwave Radiation and Temperature

For the meteorological variables, all five modeda be compared. Figure 15 shows the change in mean
downward shortwave radiation and mean surface teatyres for the NA models, with the EU model

differences shown in Figure 16.

GEM-MACH (Figure 15(a)), where the no-feedback dation includes climatological parameterizations
for aerosol radiative and cloud condensation ntideahas both increases and decreases, with the
maximum increase between +15 to +25 Watong the California/Nevada border, while decrea$es

to -45 Wn¥ take place over the Pacific ocean, Hudson’s BayAttlantic ocean, over large parts of the
provinces of Ontario and Quebec, and at isolateations in the USA. These locations likely représe
regions where the aerosol distribution generatethbynodel is significantly different from the
parameterized aerosols used in the no-feedback GRI@H simulation. WRF-CHEM (Fig. 15 (b),
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430 direct+indirect effect, no climatological paramétations), like WRF-CMAQ, also had slight increases
431  in the center of the continent, but much largereases on the western boundary and eastern hal of
432  domain. WRF-CMAQ (Fig. 15(c), direct effect, ninghtological parameterizations), gave a smaller
433  dynamic range of radiation differences, predomilyamtgative, over the western and eastern portibns

434  the continent, with the largest decreases on tteraf -12 W rif.

435  Temperature changes over NA show a similar patermodels tend towards decreases in temperature,
436  though the spatial distribution changes; for GEM-GH (Fig. 15 (b)) the decreases occur over the

437  eastern half of the shared domain and along théesgest, for WRF-CMAQ (Fig. 15 (f)) the decreases
438  are patchy over the center of the continent, withidases to the north-west and north-east, and/RiF-

439  CHEM (Fig. 15 (d)) large decreases occur over tastgrn part of the domain, and smaller decreases

440  over most of the continent, with small increasesrdMberta, Montana, Ontario and Quebec.

441  These meteorological changes (decreases in shatradiation and temperature over much of NA) help
442  explain biogenic isoprene concentration differentaed in Makaget al, (2014) (Part 2): both radiative
443  and temperature drivers of isoprene emissions tageeased with the incorporation of feedbacks,

444  resulting in decreases in isoprene concentrations.

445  The EU simulations of downward shortwave radiatdod surface temperature in Figure 16 both show
446  the impact of the Russian fires, but this impadatienger in the direct effect model (Fig. 16 (atban in
447  the direct+indirect effect model (Fig. 16 (c,d)empare scales between (a,c) and (b,d)). For teetdi
448  effect simulation, the fires result in reductiorisip to -80 Wrif and -0.8°C. In contrast, the

449  direct+indirect effect simulation (Fig. 16 (c,d3hows a relatively minor changes, with decreasesfefv
450 W m?and maximum temperature decreases of°@.1Both simulations show decreases in downward
451  shortwave radiation over much of Europe — the audirdirect effect simulation suggests that thedle wi
452  be accompanied by temperature increases of ud t¢,0while the direct effect causes temperature

453  decreases. The implication is that the indirefeiatfis once again dominating, capable of reversing
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changes caused by the direct effect, as well asdpavsubstantial impact on the model’s response to

forest fires.

2.2 Planetary Boundary Layer Height

The change in PBL height during the summer perodtfe models is shown in Figure 17. In NA (Fig.
17 (a-c), the response of models to the feedbamkssvgreatly (the same colour scale is used fdtAal
models). The PBL height generally increases irGBM-MACH simulation relative to the run with
climatological aerosol effects (Fig. 17 (a)), whihe direct effect WRF-CMAQ simulation’s PBL height
slightly decreases (Fig. 17 (b)), and the WRF-CHEBL height decreases over most of the domain,
aside from the north-east and north-west parteeflbmain, where large increases occurred. The-GEM
MACH changes reflect the local impacts of the meghsierated aerosols: PBL increases significantly
(+10 to +30%) over the northern Great Lakes, Hu#sBay, and the California coast. The WRF-
CHEM/NA simulation’s PBL has a sharp delineatioteen positive and negative changes. In Europe,
the direct effect only simulation (Fig. 17(d)) stolarge decreases (> -30%) in the centre of thesiRus
fire region, and relatively smaller changes elseehd he indirect effect model (Fig. 17 (e)) albows
decreases of (> -30%) for the Russian fires, abagedome regions of PBL height increase (coast of
Iceland, >+30%). All of the models are thus shayam impact of feedbacks on PBL height, ranging
from +/-3% for the direct effect WRF-CMAQ to +/-3084r the other models. The emissions from the
Russian fires in the EU simulations have resultea significant drop in both direct effect and nedt

effect simulations, implying that the effect themay be dominated by the direct effect, or thatrtée
impact of the direct and indirect+direct effectsiimilar. In contrast, in NA the model employingly

the direct effect (Fig. 17 (b)) has a much lowespanse of PBL height to feedbacks (compare to Fig.1

(a,c)).
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2.3 Precipitation

Changes in mean precipitation during the summeogedue to feedbacks are shown in Figure 18.e Th
net changes in precipitation across the grid (gurl, 12) are very spatially heterogeneous, &sidea
few hot-spots. In NA (Fig. 18 (a-c), the modelsntining direct and indirect effects (a,c) have eager
range in precipitation differences than the dieftdct model. For the EU models, the dynamic rasfge
local precipitation changes is only slightly larder the direct+indirect simulation (e) comparedtie

direct effect simulation (d). In Europe, the Rassfires have resulted in a net decrease in ptatign.
2.4 Cloud Liquid Water Path

Changes in the mean cloud liquid water path weedae for three models, GEM-MACH, and the two
EU WRF-CHEM simulations, shown in Figure 19. Tled effect EU simulation (Fig. 19 (b)) shows
the smallest changes, likely associated with shiftdoud position. The two direct + indirect féadk
simulations have a much larger response. For BEM-GIACH simulation (Fig. 19 (a)) cloud liquid
water path predominantly increases. For the WRIEMHiImulation (Fig. 19 (c)), cloud liquid water
path decreases. Both models made use of thelARahzak and Ghan (2002) scheme for estimating
aerosol activation, however both this scheme aadlidud microphysics parameterizations which employ
it are sensitive to the details of implementatiti@se will be updated and improved in future versiof
GEM-MACH (Gonget al, 2014, this issue). GEM-MACH's differences reflehanges relative to that
model's parameterized climatology approach to clearidensation nucleation — positive values
representing increases relative to the parametienizanegative values representing decreases. ek
the difference in the dynamic range (maximum-minimof the changes between the models (588 gm
for GEM-MACH, 300 gn? for WRF-CHEM) suggest important differences in lempentation, which

should be investigated in future work.
3. Summary of Feedback Effects
The main results of the time series and spatialpggisons are summarized in Table 3 and 4.
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Table 3 shows the lowest hourly spatial correlatioefficient between feedback and no-feedback
simulations for the models studied here, in Northekica and Europe respectively. It is apparemhfro
these values that the feedbacks can at times heesy aignificant impact on the hourly spatial
distribution of meteorological variables, resultingelatively low spatial correlations betweendback
and no-feedback simulations. The correlationdawest for the precipitation-related variables|eeting
changes in the spatial pattern of clouds beingedday the feedback and no-feedback simulations.
Temporal averages plotted across the continenti(@gl5 through 21) show that the impact of the

feedbacks vary spatially, and are often associattdlarge sources of emissions.

Table 4 gives the broadest possible summary aftpacts for the different meteorological variables
compared; whether the feedback effects increasddaeased that variable, and seasonality effects,
when the latter are pronounced. Some common effeay be seen across models and domains. Those
models which implement only the direct effect fegdbhad resulting decreases in temperature, surface
downward and upward shortwave radiation, predipitaand PBL height, and increases in upward
shortwave radiation. The feedback response afnidels incorporating both direct and indirect effec
(“D+I" in Table 4) varied with the model and simtitamn domain, indicating a more complex response
and, possibly, a greater dependence on the mamménich the indirect effect is implemented. For
example, North American temperatures increaseldeéminter and decreased in the summer with the
combined direct and indirect effect models, while European temperatures had the reverse trendh No
American WRF-CHEM surface downward shortwave raaliatlecreased, while no trend was noticeable
for the other D+l models. All D+l models showeddaiear trend in in surface upward shortwave
radiation. The North American D+I model feedbaitkseased upward shortwave at the model top;
while this decreased for the European D+l modadrttNAmerican D+ precipitation mainly increased
relative to the no-feedback simulation, while irr@e there was less of a trend towards incred3Bs.
height decreased in Europe for the D+l simulatiomije decreasing in summer and increasing in winter

for the North American simulations. The modelsstehow similar impacts for the direct effect, bt f
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the combined direct + indirect effect, the respdasauch more variable. A consequent recommenaatio
of this work is that the details of implementatifrthe indirect effect across models should be re-

examined, for specific short-term case studies.

4. Impacts relative to observations.

A detailed analysis of the model generated metegyolor the year 2010 for the NA and EU grids is
presented in Brunner et al, (2014), for those satiorhis which were carried out over an entire yddo-
feedback annual simulations for North America wesecarried out for WRF-CHEM and WRF-CMAQ,
though their feedback simulations were evaluateth&sof the key results of that analysis with regaod
the portion of the AQMEII-2 models participatingthis feedback and no-feedback comparison will be
briefly mentioned here (see mean bias Tables %aadd Figures 20 and 21, and cf. Brunner et al.
(2014) for an overview of performance for all paigating AQMEII-2 models). The magnitudes of the
biases within a given model can be seen by compénm two GEM-MACH columns in North America
in Table 5, and by comparing the two WRF-CHEM5g@blumns of Table 6. These may be contrasted
with the magnitude of the mean biases reporteddrrémaining columns of these tables, for the other
models. The differences associated with implemgrféedbacksvithin a given model are usually smaller
than the differences in mean blzetweerdifferent models or model versions. This findiagonsistent
with those of the chemical analysis portion of tine-part paper (Makar et al, 2014), and indic#tes
the impacts of other model parameterizations ma ladarger influence on overall model performance
than feedbacks. However, within a given modemfbich both feedback and non-feedback simulations
were available, the use of feedbacks sometimettedsa significant changes to performance, as is
evidenced by the first two columns of Tables 5 @nd’he use of feedbacks in the GEM-MACH model
(Table 5, first two columns) reduced the bias efdéinnual surface pressure, 2 m temperature, and
precipitation, while resulting in a slight increasehe bias of annual wind . The improvements in

precipitation bias are of note (biases reduced3d3g,120% and 30% going from western to north-eastern
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North America) given that GEM-MACH'’s negative pngitation bias was larger than that of the other
models compared here. It should be noted thattbeall negative biases in GEM-MACH precipitation
stem in part from the use of an explicit 2 moméotid microphysics scheme for a model spatial
resolution of 15km, in the implementation used herd@ he spatial pattern of the changes in thenmea
annual temperature bias relative to observatidwarth American (GEM-MACH, direct + indirect effect)
and Europe (WRF-CHEM, direct effect) are showniguFes 20 and 21, respectively. The magnitude of
the bias has decreased over most of North Ameficaiie 20), with the greatest improvements over
western NA, and some increases in bias in the ruanitral portion of the domain.  Improvement&iin
temperature biases associated with the inclusidheoflirect effect in WRF-CHEM for Europe are shown
in Figure 21; these extend over most of the don@aid,are greatest in the industrial and population

centers of Great Britain, France, Germany, Belgiihg Netherlands, Spain and Austria.

For the EU domain (Table 6) there were signifidengrovements in annual 2m temperature, going from
the WRF-CHEM 5.4.1 no-feedback simulation to theesponding WRF-CHEMb5.4.1 direct-effect only

simulation. The direct effect had no discernatmeact on annual wind speed. The WRF-CHEM 5.4.0
simulation (which included both direct and indireffects) had the best overall performance for

temperature, but relatively poor performance fandvspeed.

These comparisons (see Brunner et al, 2014, fonglete evaluation of all AQMEII-2 models) suggest
that feedbacks have the potential to improve wedtitecasts, though the large model-to-model
differences suggest that other details of modelémpntation may have an effect as significant ayda
than the feedbacks, depending on the meteorologgeilble being considered. The feedback effact fo

short-term weather forecasts is therefore subtiecépable of improving model forecasts.
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Summary and Conclusions

In our Introduction, we posed three questions miggrthe effects of feedbacks on forecasts of chmni
and meteorology. The impacts on chemistry araudised in Part 2 (Makar et al, 2014). We returiné¢o

questions here in the context of meteorologicadasts.

(1) The incorporation of feedbacks results in systerratianges to forecast predictions of
meteorological variablesHourly spatial correlation coefficients betwdeadback and no-
feedback simulations for several meteorologicailaimes tend to show the largest near-surface
impacts in the summer. This corresponds to the tifrgreatest photochemical activity and
secondary particle formation.

(2) The changes associated with feedbacks vary intimthand space temporally, the changes are
the most closely associated with summer photoctemioduction, and with time of high
emissions (such as large forest fires). Spatitily regions with the greatest impact of feedbacks
tend to be associated with large emission sourggsas the Russian fires, though significant
spatial changes could be observed elsewhere. eBsxs in downward shortwave radiation at the
surface in comparison to no-feedback models lackfimgatological aerosols in North America
show the largest decreases in the eastern USA analda, corresponding to the regions of
highest anthropogenic particle loading. Both dissw indirect+direct effect North American
simulations relative to a “no aerosol climatologygmeterization” no-feedback state resulted in
decreases of downward shortwave radiation at ttfaciover most of the domain — the
simulation relative to parameterized aerosol prigeeshowed increases in surface downward
shortwave radiation in the western and MidwesteBA\ Summer 2010 European temperatures
and all other meteorological variables were stroimgluenced by the Russian forest fires: EU
direct-effect only simulations had the largest shave decrease (maximum -80 Wm
compared to -10 W thfor direct+indirect effects). The EU indirectedtt simulation showed

temperature increases (maximum +{C2 over much of Europe, with the largest increasesg
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coastal Iceland, Norway, northern Great Britain &ethnd, the mountainous regions of central
and south-west Europe, and the north-west coastrich. Feedbacks were thus shown to result
in both temporal and spatial variations in mode¢éasts.

(3) The extent to which the models improve or worseathvee forecast results is variable, at the
current stage of feedback model developm@ihie difference in mean bias resulting from the
incorporation of feedbacks within a given model feamd to be smaller than the differences in
mean bias between different models. However, withgiven model, the feedback effects were
sufficiently strong to result in improvements tereometeorological variable biases relative to
observations (improvements in forecasted tempexatnd precipitation in North America for
direct + indirect effect simulations, and temperatior direct effect simulations within Europe).
The feedback effects may therefore be said to beswiven the differences across models, yet
capable of improving model forecasts, even atehity stage in coupled air-pollution / weather
forecast model development. Further work is cleageded to improve both the driving model
meteorological parameterizations and the mannehinh feedbacks are simulated within the

models.

Models incorporating just the direct effect shoviegldback-induced reductions in temperature, surface
downward and upward shortwave radiation, precipitaiand PBL height, and increases in upward
shortwave radiation. Models making use of botkeatiand indirect feedbacks had larger variations in
response to feedbacks; for example, both combiffiedtenodels in North America showed increases in
summer temperatures and decreases in winter tetapEsawhile the combined effect model for Europe
showed the opposite seasonal trend. Some of tiaiva in model response for the indirect effeeym
reside in differences in the no-feedback base @as=model, GEM-MACH, employed simple
parameterizations for aerosol radiative propegies cloud condensation nuclei formation in its no-
feedback mode, while the others had a “no aeragotbsphere, for the no-feedback simulation).

However, the variation in response suggests thtitfuwork comparing the methodologies and
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623  parameterizations used to represent the indiréatteshould take place, given the variety of resgon

624 seen here.

625  The variation in model response to feedbacks irctimbined direct and indirect effect models was the
626  most pronounced for cloud and precipitation vagablFor example, the GEM-MACH and WRF-

627 CHEM/EU models showed substantial feedback-induetases in precipitation in both continents,
628  while the WRF-CHEM/NA model showed decreases iripi@ation. The European simulation cloud
629 liquid water paths decreasing significantly andNweth American cloud liquid water paths increased
630 decreased depending on location. All three mogleisloyed the Abdul-Razzak and Ghan (2002) scheme
631  for cloud condensation nucleation, though the npibysics modules employing the scheme differ in
632  construction and underlying assumptions. Theipitation and cloud property responses to feedbacks
633  were thus shown to be dependent on the detailaiEimentation of both aerosol activation and cloud
634  microphysics. These sensitivities are examinegdigre in this issue (Gong et al, 2014). A process
635  oriented cross-comparison of indirect effect impdatations, including the microphysics schemes

636 employed and the extent of aerosol interactionk thibse schemes, for shorter-duration test cases,

637 therefore recommended for future research.

638  Our results suggest that the aerosol indirect effegally dominates over the aerosol direct effgiogn

639 that models incorporating both show feedback-derileanges which are substantially larger than those
640  of with the direct effect alone (cf. our time serfer surface 2m temperature, downward and upward
641  shortwave radiation at the surface, upward shorwadiation at the model top, PBL height in North

642  America, precipitation and cloud liquid water pathshow a greater magnitude decreases in cowalati
643  coefficient for models incorporating the indireffieet than direct-effect only models). The

644  comparisons also suggest that the direct and ictdéféects may sometimes actdompetition(c.f. our

645  EU time series for 2m temperature, surface downwadlupward shortwave radiation, model top

646  upward shortwave radiation, and PBL height, andpame the direction of changes for the same vassable
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between NA direct + indirect effect models with thieect effect model). Studies focused on the

processes by which that competition takes placeesm@mmended for future research.
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Tables for “Feedbacks between Air Pollution and Wether, Part 1: Effects on Weather” byP.A. Makar et al.

Table 1. Methodologies used in simulating aerdgeict and indirect effects and feedbacks in thie $f models.

Domain Model Direct Effect Indirect Effect Parameterized | Aerosol Size Meteorological Land PBL Scheme | Radiative | Gas-Phase Chemical | Time Period, Data
(AQMEII-2 ID) Methodology Methodology and Clouds Representation and | 1.C./B.C. Surface Transfer Mechanism available for
and references Cloud Microphysics processes Model Scheme comparisons

NA GEM-MACH Mie scattering: Milbrandt and Yao, Kain and Sectional, 12 bins; | 15km resolution ISBA2, Belair | Moistke4: Li and ADOM-II 2006, 2010, feedback
1.5.1(CA2, CA2f) | Bohren and 2005 (a,b). No-feedback Fritsch (1990) Gonget al, 2003a,b | GEM simulations | etal., 2003a,b| Mailhot and Barker (Lurmannet al., 1986) | and non-feedback.
Moranet al, 2010. | Huffman, 1983 | CCN activation: Cohard | and Kain (2004) (Mailhot et al., Benaoit, (2005) Both chemical and

etal , 1998 . Feedback 2006) driven by (1982); Belair meteorological

CCN activation: Abdul- CMC regional et al. (2005) variables available for

Razzak and Ghan, 2002). operational comparisons

analyses (Filioret
al, 2010)

WRF-CHEM Fast-Chapman:| Chapmaret al., 2009, Grell 3D Modal: MADES; NCEP FNL NOAH; Chen | YSU (Hong RRTMG : CB-V 2006, 2010 feedback
3.4.1 (US8) Fastetal., Morrisonet al., 2009. schemeGrell Ackermanet al, (1.0°)http://rda.uc | and Dudhia, | etal., 2006). | Clough et (Yarwoodet al, 2005) | simulations, weather-
Grellet al., 2005, 2006, CCN activation: Abdul- | and Freitas, 1998; Grellet al, ar.edu/ 2001; Eket al (2005) only simulations.
Skamaroclet al., Chapman et al., | Razzak, 2002. No 2013 2005 al, 2003 Meteorological
2008, with 2009 feedback: constant cloug variables available for
modifications as droplet number: 250 cm comparisons
described in Wang 3
etal, 2014b
WRF-CMAQ CMAQ None; the cloud droplet | KF2 scheme AEROG6 3-modal; NCEP NAM 12- Xiu and ACM2 (Pleim | RRTMG : CB-V-TU June 1 to September 1
5.0.1 (US6) Feedback: concentration : 250 cm | (Kain, 2004) Appelet al., 2013 km resolution Pleim,2001 2007a,b); Clough et (Sarwaret al, 2011) 2006; May 1 to
Byun and Schere,| Bohren and 5, meteorology; al (2005) October 1, 2010. Both
2006; Foleyet al, Huffman, 1998, WRF-CHEM: chemical and
2010, Wonget al, | Wong et NCEP FNL 2 meteorological
2012; Appektal., | al.,2012 resolution variables available for
2013 analyses comparison.

EU WRF-CHEM Fast-Chapman| None; the cloud droplet | Morrisonet al. MADE-SORGAM ECMWEF: 3- NOAH YSU (Hong Cloughet CB-IV-Modified 2010, feedback and
3.4.1 Fastetal., concentration : 250 cm | 2009 (Ackermannret al., hourly data from | (Chen and etal., 2006) al, 2005; (Sauteret al, 2012) non-feedback. Both
(Feedback: 2006, 5, Grell-3D Grell 1998; Schelkt al., the ECMWF Dudhia, laconoet chemistry and
Sll,basecase: SI2) Chapman et and Freitas, 2001) operational 2001), al. 2008 meteorological modelg
Grell et al., 2005, al.,2009 2013; Grell and archive (analysis available for
Skamaroclet al., Dévényi, 2002 at 00 and 12 UTC comparison.

2008 and the respective

WRF-CHEM Direct effects | Chapmaret al. (2009),, MADE-VBS aerosol | 3/6/9 hour RACM 2010, feedback and
3.4.0+ simulated (Morrisonet al., 2009), scheme (Ahmadov | forecasts) with the| (Stockwellet al, 1997) | weather-only

(New following Fast | ccN activation: Abdul- et al., 2012 s?atial resolution simulation.
experimental etal., 2006, of 0.25° on 91 Meteorological
version based on y Chapman et al. Razzak (?002)' No model-levels variables available for
3.4, 1T2) 2009 feedback: constant cloug comparison.

Grellet al., 2005, droplet number: 250 cm

Skamaroclet al., 8

2008




Table 2 Statistical measures used to compare Bekdb) and No-Feedback (NF) simulations

Statistical Description Formula
Measure
PCC Pearson Correlatic N N N
N> (NF F, F NF
Coefficient PCC= .Z( " .Zﬂ:( )g( )
N N N N
INE(E )-F (R 5 (7) NS (0 -3 ) 3 ()
i=1 i=1 i=1 i=1 i=1 i=1
MD Mean Differenc 1N
MD =22 (F, ~NF)
N iz
MAD Mean Absolute 1N
Difference MAD:NZ|E - NFi|
i=1
MSD Mean Squar 18 )
Difference —NZ(E - NFi)
i=1
Intercept Intercept of a=F -bINF
observations vs.
model best-fit line
I N
NMD Nor;ﬂi;gfsgcgear Z (Fi _ NF)
NMD ==L X100
2 NF
i=1
N lized M N
A avsolute ifege 2IF -]
NMAD == S x100
>NF,
i=1
RMSD Root Mean Squat 1 &
Difference RMSD =\/WZ(F NF;)
i=1
Slope Slope of observatior

vs. model best-fit ling




STD Standard Deviatio N PR — )2
(Feedback and No- <TD = ;(F' -F) ;(NF‘ -NF)
Feedback) - N ' N
DSTD Changein standarc N

deviation (used to
compare two model’s
variability, where F
and NF are the
Feedback and No-
Feedback models,
respectively)

Table 3. Minimum hourly grid correlation coeffiois feedback versus no-feedback simulations

Variable NA lowest correlation coefficient | EU lowest correlation coefficient
Surface temperature 0.885 0.974
Downward shortwave at the 0.30 0.65
surface

Upward shortwave at the 0.52 0.61
surface

Upward shortwave at the model | 0.10 0.60
top

PBL Height 0.20 (most >0.60) 0.75
Precipitation 0.00 0.25
Cloud Liquid Water Path 0.06 0.30




Table 4. Summary of feedback impacts, by variablegel and domain

Variable Model Direct (D), Direct | Domair Impac
+ Indirect (1+D)
Feedbacks
implemented
Temperatur GEM-MACH D+l NA Winter increases
WRF-CHEM summer decreases
WRF-CHEM D+l EU Summer increase
winter decreases
WRF-CHEM D EU Decrease
WRF-CMAQ NA
Surface GEM-MACH D+l NA Increases/decrea:
Downward WRF-CHEM EU
Shortwave
WRF-CHEM NA Decrease
WRF-CMAQ D NA Decrease
WRF-CHEM EU
Surface Upwari GEM-MACH D+l NA Increases/decrea:
Shortwave WRF-CHEM
WRF-CHEM EU
WRF-CMAQ D NA Decrease
WRF-CHEM EU
Top Upward GEM-MACH D+l NA Dominantly
Shortwave WRF-CHEM increases
WRF-CMAQ D
WRF-CHEM D EU
WRF-CHEM D+l EU Dominantly
decreases
Precipitatiol WRF-CHEM D EU Dominantly
WRF-CMAQ NA decreases
GEM-MACH D+l NA Dominantly
WRF-CHEM EU increases
WRF-CHEM NA Increases an
decreases
Cloud Liquid GEM-MACH D+l NA Increase
Water Path WRF-CHEM EU Decrease
PBL heigh GEM-MACH D+l NA Summer decrease
WRF-CHEM winter increases
WRF-CHEM D+l EU Decrease
WRF-CMAQ D NA Decrease
WRF-CHEM EU




Table 5. Summary of Comparisons to Observatiods(dfter Brunner et al, 2014). ltalics indicatesbe

score, bold face best score between feedback afebdback models. Numbers in brackets refer to
biases within subdomains (NAL/NA2/NA3: westernjtheeastern, and north-eastern NA), other
numbers are averages for the continent

Variable Bias, NA Model
GEM-MACH 1.5.1 | GEM-MACH 1.5.1 | WRF-CMAQ WRF-CHEM
(no-feedback) (direct + indirect 5.0.1 (direct effect 3.4.1 (direct +
effect feedback) feedback) indirect effect
feedback)
Annual Surface | -5.1 -5.0 -7.€ -9.C
Pressure (mb)
Annual2m -0.5¢4 -0.47 0.10 0.8¢
Temperature (K) | (-1.7/-0.70.0) (-1.6/-0.60.0) (-0.4/0.1/-0.2) (-1.3/-0.8/-1.3)
Precip (cm (-0.84-1.61-2.91 | (-0.73-1.28-2.0%) | (0.10/0.24-0.21° | (0.09/-0.02/-0.19)
AnnuallCm (0.03/0.7€/0.64) (0.06/078/0.67) (1.220.53/0.92 (0.24-0.690.01)

wind speed (mY

Table 6. Summary of Comparisons to Observatiobis(cfter Brunner et al, 2014). Italics indicatesbe
score, bold face best score between directly conppafeedback and no-feedback models. Numbers in
brackets refer to biases within subdomains (EUL/EU3: north-western Europe, north-eastern Europe
and southern Europe and Turkey). Other numberawemeges for the continent.

Variable BIAS, EU Model:

WRF-CHEM 3.4.1
(no-feedback)

WRF-CHEM 3.4.1
(direct effect

WRF-CHEM 3.4.C
(direct + indirect effect

feedback) feedback)
Annual2m daily mear | (-0.5-0.8-0.9) (-0.5,-0.7,-0.9) (-0.1/-0.4/-0.5)
Temperature (K)
Annual10 m daily (1.0/1.3/1.2) (1.0/1.3/1.2) (2.4/2.7/1.5

mean wind speed (mp




Figures for “Feedbacks between Air Pollution and Wather, Part 1: Effects on Weather”, by P.A. Makaret al
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Figure 1. Comparison of hourly grid-mean tempeessuNA domain, 2010 (K). Upper row: non-feedbawan temperature (blue), mean
difference (feedback — no-feedback) for (a) GEM-MAQirect + indirect effect), (b) WRF-CHEM (direttindirect effect), and (c) WRF-
CMAQ (direct effect only). Lower row: spatial e¢efation coefficient in temperature at each simadatour for (d) GEM-MACH, (e) WRF-
CHEM, and (f) WRF-CMAQ.
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Figure 3. Comparison of hourly grid-mean downwstrdrtwave radiation at the surface for the NA demad10 (W rif). Columns from left to
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Figure 8. Top-of-model upward shortwave flux feacloversus no-feedback comparisons for the EU dor@il0 (W rif). Panels arranged as

in Figure 2.

-2001
-300[
-4001

-500[

500

60

1-20
1-30

1-40

-600 —

Jan

0.75

0.7

0.851

Apr

Jul

Oct

~-50
Jan

0.6
Jan

Apr

Jul

Oct

Jan

Feedback - Basecase grid-average

Basecase grid-average

Jan

.
Apr

500 T T T 60
400+ 50
300 40
()
&
200 G
>
o
100 I 2
I o
0 Il ‘\ H‘ ‘l ) ‘Hw ‘\‘H“Hli ;!,(\‘ wm,w Il 10 %
(]
(&)
-100 0o 2
28]
200 1-10 x
[$]
3
-300 +1-20 3
(0]
L
-400+ -30
-500 —1-40
600 — = L.50
.?an Apr Jul Oct Jan
1
0.95H|
0.9
0.85
0.8
0.75
0.7
0.65
0.6

1
Jul Oct Jan



1.000- 1.000- 1.000-
0.920- 0.920- 0.920-
,0.840- .0.840- 0.840
= =] ]
£o0.760- Bo.760- $0.760
; 5]
= ] £
80.580' @0.680- @0.680-
8 5] S
=0.600- =0.600- =0.600-
S ] ]
F0.520- F0.520 F0.520-
@ © [
S0.440- £0.440- 50.440-
(8]
o o
0.360- 0.360- 0.360-
0.280 0.280- 0.280
0.200- 0.200- 0.200
Jan Feb Mar Apr May JUn Jul Aug Sep Oct Nov Dec Jan Jan Feb Mar Apr May Jun Jul Alg Sep Oct Nov Dec Jan May Jin Jul Alg Sep Oot
Date (d) Date ( ) Date ( f
300 1400 300 :
1200 [ 250
1000 1000
| 200
§ 800 b § 800 2 § 800 g
g 2 2
= 500 2= 600 150 2= om0 2
3 £8 E a2 =
8 400 a8 400 100 & & 400 a8
] % Q 5 2 200 5
w 200 o @ 200 s 9 50 @
& 38 W % Ea =
0 0
0 0
2 200 T TPy
] 50
-400 | 4 50 -400
] y ¥ : E 100
600 Feb Mar Apr May Jun JUl Alg Sép Oat Nov Dec Jan '°0 800 —Feb Mar Apr May Jin Jul Alg Sep O Nov Dec Jan 0 Risy Jon Jul AGg Sep Oci
Date ( g) Date (h ) Date (l)
300 : 300 300
1400 1 1400
1200 208 100 = E §
2 28 2 £
i 2% - £
1000 200 % 1000 200 3 H
a a2 a a
o B ™ 15 B E
& T8 -] °
9 600 £ 2 600 ® 2
o ] o
] 58 100 7 bl
B 400 © @ a00 c £
3 9 8 50 g 8
o g o
200 G 2 2
2 g3 £ 2 5
g0 f W ° £8 °© © £ § Opmpwewypmperres 0 2
L) f | am & % o
-200 50 -200 -50 L -50
-400, - - : -400, - -409;
Jan Feb Mar Apr May Jun Jul Alg Sép Oct Nov Dec Jan Qan Féb Mar Apr May Jin Jul AUg Sep Oat Nev Dec Jan ay Jin Ul Alg Sep Oct
Date Date Date

Figure 9. Comparison of hourly grid-mean PBL h&itdA domain, 2010 (m). are GEM-MACH (direct + irett effect), WRF-CHEM (direct +
indirect effect) and WRF-CMAQ (direct effect only) Rows from top to bottom are correlation coédfint, non-feedback mean & mean
difference, and non-feedback standard deviationdifference in standard deviation (feedback — baselc

9



(@) (b)

1200 T T T 200 1200 T T 200
11001 1180
1000 1160
900 1140 o o)
8001 1120 § g
[0) L =) >
g 700 y 1100 ; 2 2
% 600 I /1 -0 ’6»% =3
¥ T i i o o
T 500 W ol [0 §=2 8
o 400r M " a0 ¢ o 2
8 S & 8
o 300 20 = O
@ I D )
3 200 : w0 O 8 3
om L b ki st ; L o m S
100 e e ‘ -20 § %
or 1-40 W w
-1001 1-60
200+ 1-80
300 - L L J 400
Jan Apr Jul Oct Jan
(c)
1 "“'"'|'“J'"31'!""“:'f“““"}l“!“"‘“l‘l|'"1"‘“““"IW‘"‘““‘“H““I‘!""“"WHW“Iull“‘“"W““‘ll““““‘“!l‘"“"'“"'“"!'!""“ll""““"
{ T H i ]‘ “‘ i : il i ‘1‘\ i il | il
0.95r B
|
0.9r | .
0.851 B
0.8 B
0.75 - : L 0.75 i . .
Jan Apr Jul Oct Jan Jan Apr Jul Oct Jan

Figure 10. Planetary Boundary Layer Height feellharsus no-feedback comparisons for the EU dor2@ihQ (m). Panels arranged as in
Figure 2.

10



(@)

| 0.13
0.15 0.12
t l 0.11
0.10 ‘ - 0.10
*= *"1 TN
- — J m ‘ 0.08

£0.05 iy . W
% M'( I “u\f "li [;hw‘m ‘! M oo7
£0.00 v ’ 0.06
‘j 0.05
&0.05 . 0.04
fiil | 0.03
-0.10 ' “ ﬂ !\ P " 0.02
! Wi 0.01
e AN ML
| -0.01

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan

1.000-
0.900-
0.800-
Lo.700-
©0.600-
=0.500-
0400~
£0.300-
0.200-
0.100-

0.000-
Jan

Date

(d)

Feb Mar Apr May Jun Jul Alg Sep Oct Nov Dec Jan
Date

Mean Difference
Base Case Mean

1.000-
0.900-
.,0.800-
&
50.700-
3
80.600-
= 0.500-
=
5 0.400-
T
£0.300-
0.200-
0.100-
0.000-

5 0.7
n 0.6
5 05
0.4

2
fos
" loo
0 0.1
13 +0.0
2 0.1
3 -0.2
-4 -0.3
5 -0.4
0.5

Jan Feb Mar

~Jan Feb Mar Apr |

May Jun  Jul Aug Sep Oct Nov Dec Jan
Date

(e)

May Jun Jul Alug Sep Oct Nov Dec Jan |
Date

Mean Difference

Base Case Mean

May Jun Jul Aug Sep Oct

c)

+0.0020
0.0018
L 0.0016
| | 0.0014
0.0012
0.0010 8
0.0008 3
0.0006 &
0.0004 5
0.0002 §
0.0000 2
I -0.0002
-0.0004
-0.0008
-0.0008
-0.0010

Date

(f)

1.000-

0.900-

0.800-

e
.20.700-

Figure 11. As for Figure 1, Precipitation (gricaage mm ). Note changes in y-axis scales between (a,b,c).

11

May Jun Jul  Aug Sep Oct
Date



Basecase grid-average

0.2 . 0.065
0.18[ 10.06
0.16f [10.055
0.14F ‘ | Ho0s g
0.12 0 M3 fHo.0as €
M >
0.1 ‘ |i1004 & &
0.08 | il 0.035 q%; g
0.06" R A ‘ loos g
0.04F 10.025 3 g,’
0.02F 1002 % 8
or 70.015§ g
0.02 1001 3
(3]
0.04r -0.005 &
0
-0.005
-0.01
Jan Apr Jul Oct Jan
(c)
1 "l\‘\"”"‘;l'H"VWV'vyv'w‘]h‘! |w“VW"WW'"[M”W‘HIWWHI‘W I"‘IW1WV“i!\lu\I)\‘vw]l“llumﬂ'v'W'wmuuyww-
UV R ‘
i ‘
0.9 “ i ‘
\“
0.8 ‘
0.7 | _
0.6 i
05- i
04 .
031 &
3 ‘ ‘ |
Jan Apr Jul Oct Jan

12

Jan

0.4r

0.3F

02

0.065
0.06

Jan

Jan

Feedback - Basecase grid-average

Figure 12. Hourly precipitation, feedback versasfeedback, EU domain, 2010 (grid average riin Panels arranged as in Figure 2.



Mean Difference

]NUHMW

ok

1!( ‘h fr ” ,x [W

Correlation Coefficient
N W W d O O N O © ©

Figure 13. Grid-average cloud liquid water patENGMACH (direct + indirect effect) (g /). (a) Mean non-feedback values (blue) and mean
difference (feedback — basecase), (b) Correlatiefficient.

13



150 150 T T T 90

140

130

120

110 & &
, 100 s g
& 9 5 8 2
o 80 5 2 S
5 2 2 3
2 (o] = S
& 60 g © 8
(] [72] [0} [72]
o 50 T @ ©
© m 8 m
g 0 % 8 %
(7]
< 30 S ® ]
“ 2 5 2 8

® ®

10 2 hd

0

-10

-20

a0 - L . | . d g0

Jan Apr Jul Oct Jan

(c)

1 wu-muﬂ"\‘v‘yv‘H““v“m»‘m"vlw\"lvyv‘wuV:Jyv\I“m|IJIIV“w"l[‘1‘1h]1\(“\1‘1“““‘]“1““}“‘Hwl‘“wlm“‘”j‘w‘w[ywwwvuyTvw‘wuwv“wul
o
0.9r B 09l i
0.81 B 08
o} - I
L 07 i i
0.6 1 0.6 I [t | Il |
| | | ‘ ‘ ‘ I ’ A “ ‘
il (Ul
o 1 0.5 i“ | “\ ‘M ;“ |
| A R ‘\
I
o4 il 04f i | ‘
0.3 ! : ! L L L
Jan Apr Jul Oct Jan O'.?an Apr Jul Oct Jan

Figure 14. Hourly Cloud Liquid Water Path, feedbaersus no-feedback, EU domain, 2010 (§.nPanels arranged as in Figure 2.

14



GEM-MACH: {Direct + Indirect) — {Time- | s MR N 1000 T GEMMACH: (Direct + Indirect} — {Time-
in.varianl
/O

(Wm?),
- e

boocorwnwsS9599
mommoooooooO0®

typical aerosol properties}
| i \

/

|invariant typical aerosol properties}
/ &Y

=winm
=3-1-1-1

A Surface Terﬁperaﬁure (K)

Sobobbbbbbbbocooo0o000000

urface
5
Qo
o

\ 5 . ;ggg WRF-CHEM: {Direct +7Ind3rect} —{No
-0l Aerosol} ) ‘ \ ¥ 0.500 f| Aerosol}
o =y : \ . 0300l /| ®Y

2wa®
coo

OEPorwums
nmoocooo00

A Surface Temperature {K)

L i

-100.0
£100.0 ol WRF-CMAQ: {Direct} — {No Aerosol}
£ 80.0

50.0

LA Surface Temperature (K)

hbabbooown
coownmouwmooo

Figure 15. Mean differences for the NA domain, menanalysis period, downward shortwave radiatichasurface (a,c,e) (Wfhand surface
temperature (b,d,f) (K) for GEM-MACH (a,b), WRF-CNEc,d), and WRF-CMAQ (e,f).

15



DIFF Feedback vs Basecase WRF/Chem SI - TEMP (2010) (b)

65 9

60 0.1
55 55 1-0.2
50 50 b - N “"0-3
45 45| &/ C o
40 40- : Dy 0S5
36" 35/ b s
30- 30+ : \ o 0.7
25— o5 i WA DR E L 1 e v 08

30 - = 20 30

30

DIFF Feedback vs Basecase WRF/Chem IT2 - SWGD (2010) ) |
70 - s 70

65

60
55
50
45

40
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Figure 20. Change in magnitude of annual surfacgerature mean bias (K) for GEM-MACH simulatioegdback |MB| - no-feedback |[MB|),
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Figure 21. Change in magnitude of annual surfasgerature mean bias (K) for WRF-CHEM simulatiae(fback |MB| - no-feedback |MB]),
European observation sites.
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Highlights

Fully coupled air pollution / weather models were compared as part of AQMEII-2.
Responses to feedbacks for weather (Part 1), and air pollution (Part 2).

Feedbacks systematically changed weather and air pollution forecasts.

Aerosol in-and direct effects were often opposed, and direct effects were smaller.
Indirect effect, cloud microphysics implementation likely caused model differences.
Feedbacks improved forecasts though model —based differences had greater magnitude.



