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Abstract:  23 

In the framework of the AQMEII initiative WRF-Chem has been applied over Europe adopting two chemical 24 

configurations for the calendar year 2010. The first one employed the RADM2 gas-phase chemistry and 25 

MADE/SORGAM aerosol module, while the second one implemented the CBM-Z gaseous parameterization and 26 

MOSAIC aerosol chemistry. Configurations shared the same domain, meteorological setups and input data.  27 

The Comparison demonstrated that CBM-Z has a more efficient ozone-NO titration than RADM2 in regions with 28 

sufficiently high levels of NOx and VOCs. At the same time, CBM-Z is found to have a more effective NO2 + OH 29 

reaction. The parameterization of the relative humidity of deliquescence point has a strong impact on HNO3 and NO3 30 

concentrations over Europe, particularly over the sea. The MADE approach showed to be more efficient than MOSAIC. 31 

Differently, particulate sulfate and SO2 ground concentrations proved to be more influenced by the heterogeneous SO2 32 

cloud oxidation.  33 

PM10 and PM2.5 have shown similar results for MOSAIC and MADE/SORGAM, even though some differences were 34 

found in the dust and sea salt size partitioning between modes and bins. Indeed, in MADE the sea salt was distributed 35 

only in the coarse fraction, while the dust emissions were distributed mainly in the fine fraction.  36 

Finally, different chemical mechanisms give different Aerosol Optical Depths (AOD). WRF-Chem is found to under 37 

predict the AODs in both configurations because of the misrepresentation of the dust coarse particle, as shown by the 38 

analysis of the relationship between the Angström exponent and the AOD bias. Differently, when the AOD is 39 
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dominated by fine particles, the differences in model performance are more evident, with MADE/SORGAM generally 40 

performing better than MOSAIC. Indeed the higher availability of both sulfate and nitrate has a significant influence on 41 

reconstruction of the AOD estimations. 42 

This paper shows the great importance of chemical mechanisms in both gaseous and aerosols predictions, as well as in 43 

the calculation of aerosol optical properties. 44 

 45 

Research Highlights: 46 

• CBMZ-MOSAIC and RADM2-MADE/SORGAM chemical mechanisms were compared within WRF-Chem 47 

• CBM-Z is more accurate than RADM2 in reconstructing the gaseous species 48 

• MADE shows better performances than MOSAIC for PM 49 

• Optical properties reflects the skill of mechanisms in reproducing aerosol compounds 50 

• Weaknesses and strengths of both mechanisms were pointed out and discussed 51 

 52 

Keywords: CBMZ-MOSAIC, RADM2-MADE/SORGAM, online coupled model, model inter-comparison, chemical 53 

mechanism, optical properties 54 

 55 

1 Introduction 56 

Different chemical mechanisms may lead to dissimilar aerosol predictions. Recent air quality modeling studies show 57 

large uncertainties in aerosol treatments (Solazzo et al., 2012), causing significant discrepancies in the simulation of 58 

ground concentrations and optical features. 59 

However, previous modeling inter-comparison studies were largely conducted with offline models (Cuvelier et al., 60 

2007; Rao et al., 2011; Pernigotti et al., 2013; Van Loon et al., 2007). Moreover, in all these studies model performance 61 

evaluation (MPE) has been widely based on the comparison of modeled concentration of the aerosol bulk mass and 62 

main chemical compound (Pirovano et al., 2012; Kondragunta et al., 2008), while less consideration has been devoted 63 

to the evaluation of model performance in reproducing aerosol optical properties. Only few studies analyzed the aerosol 64 

optical properties over Europe (Basart et al., 2012; Robles González et al., 2003), mainly using off-line models; 65 

whereas some example of on-line coupled models were applied over the US (Zhang et al. 2012; Chapman et al., 2009).  66 

Online coupled meteorology and chemistry models are becoming more and more popular in air quality modeling 67 

applications as they enable to achieve a significant reduction of inconsistency between meteorological and chemical 68 

processes as well as taking into account the influence of feedback effects, mainly related to aerosol load (Baklanov et 69 

al., 2014; Grell and Baklanov, 2011; Zhang et al., 2010). In order to increase knowledge on them the second phase of 70 

the Air Quality Model Evaluation International Initiative (AQMEII http://aqmeii.jrc.ec.europa.eu/) was focused on 71 

online coupled meteorology-chemistry models. 72 

In this study, a coupled on-line modeling system, the Weather Research and Forecasting Model (Skamarock et al. 2008) 73 

coupled with Chemistry (WRF-Chem; Grell et al., 2005) was used to investigate the influence of different chemical 74 

mechanisms on aerosol concentrations and to analyze the relationship between the outcome of the traditional MPE and 75 

the aerosol optical properties. 76 

In WRF-Chem the chemistry transport and transformations are embedded into WRF so that the interactions between 77 

meteorology and the chemistry can be investigated (Grell et al., 2005). 78 

In the frame of the second phase of the AQMEII initiative (Alapaty et al., 2012), the WRF-Chem model has been 79 

applied over Europe for the calendar year 2010, adopting two different chemical configurations.  80 
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In contrast to previous studies (Cuvelier et al., 2007; Rao et al., 2011; Pernigotti et al., 2013; Pirovano et al, 2012; Van 81 

Loon et al., 2007), the present application focused also on analyzing the on-line model sensitivity to chemical 82 

mechanisms in reproducing AODs; therefore enabling comprehensive conclusions on the influence of model chemical 83 

formulation on the modeled aerosol properties. 84 

To this aim, a thorough evaluation and comparison of the model results has been performed. Traditional MPE has been 85 

employed comparing ground level observed data with both pollutants collected at the European Airbase sites 86 

(http://acm.eionet.europa.eu/databases/airbase/) and PM composition data provided by the EMEP network (European 87 

Monitoring and Evaluation Programme; http://www.emep.int/). Additionally, the model’s ability in reproducing aerosol 88 

optical properties (AODs), relevant for feedback effects, has been investigated using AERONET (Aerosol Robotic 89 

Network; http://aeronet.gsfc.nasa.gov/) observed data.  90 

The following section (Section 2) describes the main features of the model and the modeling configurations adopted in 91 

the study. In Section 3 a detailed analysis of model results is presented. Only aerosols species and their main precursors 92 

are considered in the analysis because of their key role on feedback effects. Finally, Section 4 discusses the main 93 

finding and conclusions. 94 

 95 

2 Model set up 96 

WRF-Chem (version3.4.1, August 2012) has been used to investigate the modeling sensitivities of two different 97 

combinations of chemical mechanisms and aerosol modules. The first one is denoted with SI2 and includes the RADM2 98 

(Second Generation Regional Acid Deposition Model; Stockwell et al. 1990) gas phase mechanism, the 99 

MADE/SORGAM (Modal Aerosol Dynamics Model for Europe/Secondary Organic Aerosol Model; Ackermann et al., 100 

1998 and Schell et al., 2001) aerosol module for secondary inorganic (SIA) and organic aerosols (SOA); whereas CBM-101 

Z (Carbon Bond Mechanism version Z; Zaveri and Peters, 1999) and MOSAIC (Model for Simulating Aerosol 102 

Interactions and Chemistry ; Zaveri et al.,2008) modules have been selected for the IT1 simulation.  103 

RADM2 is a condensed gas-phase photooxidation mechanism that was developed by Stockwell et al. (1990). It uses a 104 

“lumped molecule” technique in which similar organic compounds are grouped together in different model categories 105 

(Middleton et al., 1990; Grell et al., 2005). RADM-2 includes 63 chemical species and 136 gas-phase reactions. 106 

The MADE module, used in the first configuration. is a modal scheme that describes three log-normally distributed 107 

modes to simulate particle size distribution: the Aitken mode (< 0.1 µm diameter), the accumulation mode (0.1 - 2 µm 108 

diameter), and the coarse mode (> 2 µm diameter). In each mode particles are assumed to have the same chemical 109 

composition (internally mixed), while they are externally mixed among different modes (Zhao et al., 2010). 110 

In the CBM-Z mechanism the inorganic chemistry is based on Gery et al. (1989) and Stockwell et al. (1990) with 111 

modified photolytic rate constants as described in DeMore et al. (1997). Organics are treated with a “lumped structure” 112 

approach where a set of model species are used to represent different parts of the molecule as if they reacted 113 

independently. It contains 52 prognostics species and 132 gas-phase reactions.  114 

The MOSAIC module treats the gas to particle partitioning and the thermodynamic equilibrium for sulfate, nitrate, 115 

ammonium, sodium, calcium, chloride, and water. In this work the 4-bin version of the mechanism is selected (0.04 - 116 

0.156 µm; 0.156 - 0.625 µm; 0.625 - 2.5 µm; 2.5 - 10 µm). The current implementation of MOSAIC does not account 117 

for the secondary organic aerosol processes.  118 

Simulations adopted the same simple wet deposition module for grid-resolved precipitation, based on Grell and Freitas 119 

(2014). This approach was also accounted in SI2 run for the calculation of the wet removal processes for non-resolved 120 

convective precipitation. On the contrary, simulations included the same Wesely (1989) dry deposition approach. The 121 
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photolysis frequencies have been calculated with the Fast-J scheme (Barnard et al., 2004) under clear and cloudy sky 122 

conditions in both simulations. However, the heterogeneous cloud oxidation of SO2 is included only in SI2 run. In 123 

particular, SI2 included the CMAQ (Community Multiscale Air Quality Model; Byun and Ching, 1999; Byun and 124 

Schere, 2006) aqueous phase chemistry in the convective parameterization (Walcek and Taylor, 1986) and the 125 

GOCART (Goddard Chemistry Aerosol Radiation and Transport) SO2 to SO4 conversion for grid-scale precipitation. 126 

In WRF-Chem the aerosol optical properties (e.g. extinction coefficient, single-scattering albedo, and the asymmetry 127 

factor) are computed as a function of wavelength over the vertical dimension (Fast et al., 2006; Zhao et al., 2010). Each 128 

aerosol chemical component is associated to a complex index of refraction. The overall refractive index for a given size 129 

bin (or mode) is determined by volume averaging and then used to calculate aerosol optical properties based on the Mie 130 

theory (Zhao et al., 2010) adopting the methodology described by Ghan et al. (2001). A detailed explanation of the 131 

aerosol optical properties computation can be found in Barnard et al. (2010). 132 

The Aerosol Optical Depth (AOD) is defined as the integral of the extinction coefficient over the atmosphere, therefore 133 

it was calculated as a sum along each vertical profile of the product of the extinction coefficients computed by WRF-134 

Chem by the corresponding layer thickness. Before performing the vertical integration, WRF-Chem extinction 135 

coefficients have been interpolated to the AERONET wavelengths (470, 555 and 675 nm) following the Angström law 136 

(Tombette et al., 2008). 137 

Model configurations shared the same physical parameterizations, namely the Noah Land Surface Model (Chen and 138 

Dudhia, 2001), Morrison double-moment microphysics scheme (Morrison et al., 2009), RRTMG long-wave and 139 

shortwave radiation schemes (Rapid Radiative Transfer Model for Global; Iacono et al., 2008), Grell 3D ensemble 140 

cumulus parameterization (Grell and Devenyi, 2002), Yonsei University Planetary Boundary Layer (YSU; Hong et al., 141 

2006) and Monin-Obukov surface layer.  142 

WRF-Chem has been applied for the whole year of 2010 covering Europe and a portion of Africa as well as large areas 143 

affected by the Russian forest fires. The domain (Figure 1) is defined in a Lambert Conic Conformal projection that 144 

includes 270 x 225 grid points with 23 km of horizontal resolution. The vertical grid extends over 33 stretched layers 145 

from the surface to a fixed pressure of 50 hPa (about 20 km), with the lowest level thickness of 24 m close to the 146 

ground.  147 

As required by the exercise, model runs have been integrated over individual 2-day periods. Each run also included a 148 

meteorological spin up time of one day prepared using the meteorological WRF model with identical physical options. 149 

Chemical fields at the end of a 2-day simulation have been, then, passed on as initial fields for the following simulation.  150 

Models have been driven by the input data set provided in the framework of the exercise, including the TNO-MACC 151 

(http://www.gmes-atmosphere.eu; Kuenen et al., 2014, Pouliot et al., 2012) anthropogenic emissions, the Finnish 152 

Meteorological Institute (FMI) inventory for biomass burning emissions (http://is4fires.fmi.fi), the ECMWF IFS-153 

MOZART chemical boundary conditions and the ECMWF operational archive fields. More details on the input data are 154 

provided in Pouliot et al. (2014), Brunner et al. (2014) and Forkel et al. (2014).  155 

Natural emissions have been calculated on-line. Biogenic emissions were computed using the MEGAN model (version 156 

2.04, Guenther et al., 2006). Sea salt emissions were based on wind speed at 10 m (Gong et al., 2003), whereas dust 157 

emission calculation applied the Shaw et al. (2008) algorithm adjusted for the tunable proportionality constant and for 158 

desert dust spurious fluxes.  159 

 160 

3 Results and discussion 161 
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Results have been compared to observations by means of the ENSEMBLE system (http://ensemble2.jrc.ec.europa.eu/), 162 

a web-based platform for the inter-comparison and evaluation of atmospheric chemistry transport models (Bianconi et 163 

al., 2004; Galmarini et al., 2012).  164 

Ground-based observations from Airbase and EMEP networks have been provided for the year 2010. Only rural 165 

background stations have been considered in the analysis, since they are the most adequate for comparing model results 166 

over a 23km-grid resolution. Furthermore, only stations that had more than 75% of data availability have been included. 167 

A set of 497 sites were found to fulfill the selection criteria for hourly O3, while hourly SO2 and NO2 were available 168 

from 224 and 366 monitoring stations, respectively. Daily data from 306 sites have been collected for PM10. Surface 169 

observations for daily PM2.5 have been provided by 105 stations. Ground observations from 34 sites have been used for 170 

sulfate, while 14 and 19 stations have been analyzed for nitrate and ammonium, respectively. Fine total organic carbon 171 

measurements were available only at Ispra site (Italy; IT0004R). 172 

Aerosol Optical Depths at the wavelength of 555 nm  and Angström exponent at the wavelength of 440-675 nm have 173 

been also considered from twelve AERONET stations, whose geographical characteristics and data availability is 174 

reported in Table S1 (auxiliary material).  175 

Model performance has been evaluated using the following statistical parameters: Modeled Mean, Observed Mean, 176 

Pearson’s Correlation Coefficient (PCC), Normalized Mean Bias (NMB) and Root Mean Square Error (RMSE). For a 177 

complete definition of these indices refer to Appendix A.  178 

A detailed performance evaluation of the current meteorological setups has been discussed in Brunner et al. (2014). 179 

However, box-whisker plots of the statistical indices for temperature, mixing ratio and wind speed are made available in 180 

the auxiliary material. Figure S1 reveals that configurations show comparable results for the main meteorological 181 

parameters over Europe.  182 

 183 

3.1 Gaseous species 184 

Figure 2 shows the spatial distribution of yearly mean concentrations of gas phase compounds that lead to Secondary 185 

Inorganic Aerosols (SIA) for the two configurations. IT1 and SI2 reveal a quite coherent behavior in reconstructing the 186 

spatial plot of gaseous species, but some differences can be depicted close to the main emissive sources. O3 187 

concentrations from RADM2 are generally 2-6 ppb higher than those for CBM-Z over the North of Europe and along 188 

the ship tracks in the Mediterranean and the North Atlantic Ocean (Figure2a).  189 

The pattern of the difference in near surface ozone is mostly associated with changes in NO2 concentrations (Figure 2b). 190 

IT1 simulation shows a slightly positive bias of NO2 concentrations (0.4-0.6 ppb) over the high emissive areas of 191 

Europe and along the international shipping routes. This occurs because O3 and NO2 concentrations are strongly 192 

influenced by local scale effects, such as the ozone-NO titration (Pirovano et al., 2012). CBM-Z seems to reveal more 193 

efficient ozone-NO titration than RADM2 in regions with sufficiently high levels of NOx and VOCs. However, in some 194 

urban areas (e.g. Paris, London, Milan, etc.) SI2 has higher ozone yearly mean concentrations with respect to IT1 (IT1 = 195 

15-20 ppb, SI2 = 25-30 ppb), even though the NO2 concentrations are generally high (IT1 = 12-14 ppb, SI2 = 14-20 196 

ppb). This can be attributed to the RADM2 chemistry solver implemented in WRF-Chem. Forkel et al. (2014) found 197 

that the currently used configuration adopted a QSSA-like solver that underrepresents the ozone-NO titration in regions 198 

with high NO emissions. As a result, in urban environments an enhanced near surface O3 concentration can be 199 

estimated.  200 
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SO2 yearly mean concentrations are 0.1-0.5 ppb higher in IT1 than SI2 (Figure 2c), although they show the same spatial 201 

distribution over Europe. The highest values are located in the Eastern European countries where the surface level 202 

sources of SO2 are still relevant and along the international shipping routes (1.6-2 ppb).  203 

SO2 is a primary compound mainly emitted from aloft sources. Both configurations share the same anthropogenic 204 

emissions and the same vertical distribution for point source emissions, suggesting that the differences may be 205 

associated to the reconstruction of SO2 oxidation processes within the model. As discussed by Aan de Brugh et al. 206 

(2011) chemical oxidation has a strong impact on SO2 ground concentrations, and the presence of the heterogeneous 207 

SO2 cloud oxidation is found to favor the formation of particulate sulfate in SI2 (Figure 5a). Therefore, reduced SO2 208 

concentrations at the ground can be likely expected for SI2. In order to further confirm this assumption, the distribution 209 

of H2O2 was analyzed, being one of the most efficient oxidant of sulfuric compounds in clouds and fogs (Senifeld and 210 

Pandis, 1998). As can be seen in Figure 2d, IT1 has also the highest concentrations of H2O2, showing differences of 211 

0.04-0.2 ppb with respect to SI2 and thus indicating an inefficient SO2 aqueous oxidation to sulfate.  212 

IT1 generally predicts higher HNO3 concentrations than SI2 over Europe (Figure 2e).. The largest differences in HNO3 213 

concentrations are found along the shoreline and the main ship tracks over the Mediterranean Sea and the Atlantic 214 

Ocean, where simulations can vary up to 0.80 ppb. The differences in HNO3 predictions can be partially related to the 215 

different reaction rates constants in the photochemical reaction of NO2 with OH. At a temperature of 300°K, the 216 

reaction rate constant for NO2 + OH + M → HNO3 is about 1.3 times higher in CBM-Z than in RADM2. Moreover, the 217 

two simulations have different treatment of the gas-to-particle partitioning from nitric acid to ammonium nitrate as a 218 

function of relative humidity. MADE adopted the Mozurkewich (1993) approach, while the Zaveri et al. (2008) method 219 

is applied in MOSAIC. As discussed lately, MADE shows a more efficient thermodynamic treatment of the equilibrium 220 

between nitric acid and ammonium nitrate especially for those areas characterized by relative humidity higher than the 221 

deliquescence point. The highest reaction rate constants and the different treatment of the gas-to-particle partitioning 222 

may produce the highest HNO3 mixing ratios in CBM-Z. 223 

Since the importance of removal process as a sink for gaseous HNO3, an analysis of HNO3 dry deposition has been 224 

conducted over the whole year 2010. Unfortunately, a detailed investigation of deposition fields cannot be done for the 225 

present study since there were not measurements data, and simulated results were only available for SI2. Therefore dry 226 

deposition can only be evaluated by comparing SI2 model results to other WRF-Chem simulations performed into the 227 

AQMEII exercise. DE4 and ES3 were chosen for the analysis. DE4 configuration is similar to SI2, while ES3 uses the 228 

same options as IT1, but with feedback effects turned on. For more detail on DE4 and ES3 simulations refer to Forkel et 229 

al. (2014) and San José et al. (2014), respectively. As it can be seen in Figure S2, HNO3 dry deposition is comparable 230 

among the three runs, even though ES3 generally shows lower values than SI2 and DE4. This is consistent with the 231 

previous findings that exhibited greater HNO3 concentrations for IT1. 232 

Table 1 presents the comparison among observed and modeled gaseous concentrations in all rural background stations. 233 

The time series of modeled and observed daily concentrations are shown in Figure 3. Both runs underestimate the 234 

gaseous yearly mean concentrations. However, CBM-Z generally performs better for SO2 and NO2, while RADM2 has 235 

better performances in terms of O3. Simulated SO2 has a Normalized Mean Bias of -41.64% (IT1) and -45.62% (SI2), 236 

because of an under prediction occurring during the whole year (Figure 3c). NO2 is underestimated by -36.74% (IT1) 237 

and 39.88% (SI2). Large model errors are found in correspondence of winter months when the highest NO2 238 

concentrations are observed (Figure 3b). The general underestimation of modeled NO2 and SO2 may be partly attributed 239 

to biases in meteorological variables, including an overestimation of surface wind speed of about 30% (Brunner et al., 240 
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2014). This may lead to too strong dilution of air pollutants thus contributing to the under prediction of primary air 241 

compounds (Brunner et al., 2014). 242 

Ozone shows lower NMB that ranges from -3.75% (SI2) to -12.32% (IT1). As a consequence of NO2 underestimation, 243 

simulations tend to underestimate ozone concentrations from January to August, whereas the September-December 244 

period is well captured by the model. Furthermore, configurations simulate reasonably well the shape of the ozone day-245 

to-day variation (Figure 3a). Indeed, they present a noticeable skill in terms of correlation. IT1 shows a value of 0.82, 246 

while SI2 has a correlation score of 0.85.  247 

 248 

3.2 Aerosol compounds 249 

As can be seen from the comparison of PM10 and PM2.5 from SI2 and IT1 (Figure 4a and Figure 4b), simulations show 250 

similar results over land, but they behave differently over the Saharan region and over the sea. Dust seems to be 251 

partitioned differently for MADE and MOSAIC in the modified Shaw et al. (2008) dust module; although PM10 dust is 252 

higher for IT1 (up to 40 µg/m3), there is less PM2.5 dust as compared to SI2 (- 10 µg/m3). These results are consistent 253 

with other WRF-Chem modeling studies. Zhao et al. (2010) reported that using the same dust emission scheme the 254 

modal approach simulates up to 25% higher mass concentrations for fine dust particles and lower mass concentrations 255 

(8%) for coarse dust particles than the sectional approach.  256 

The sea salt in PM10 and PM2.5 is different for MADE and MOSAIC. The huge PM2.5 difference between IT1 and 257 

SI2 over the North Atlantic can be attributed to the fact that for MADE the sea salt is only distribute in the coarse 258 

fraction. As a consequence PM2.5 concentrations of MOSAIC are up to 10 µg/m3 higher than MADE in the Atlantic 259 

Ocean, even though MADE simulates major concentrations along the international shipping routes of the 260 

Mediterranean. These model differences can be clearly explained by analyzing the SIA pattern (Figure 5).  261 

Different sea salt size distribution between MADE and MOSAIC may have an impact on the aerosol-radiation 262 

interactions. Since small particles scatter light most efficiently than coarse particles (Seinfeld and Pandis, 1998), 263 

variations in global solar radiation can be expected between MADE and MOSAIC over the Atlantic Ocean when 264 

aerosol direct effects are included.  265 

Figures 5a – 5c depict SO4, NO3 and NH4 concentrations for both simulations. SO4 yearly mean concentrations are 266 

always lower for IT1 than for SI2 (Figure 5a). As discussed previously, one of the most probable reasons of this bias is 267 

that IT1 does not include the aqueous phase oxidation of sulfur dioxide (SO2) by hydrogen peroxide (H2O2). The 268 

finding seems to be confirmed also by Figure 6a, where the sulfate yearly time series of daily mean values is compared 269 

to observed concentrations. IT1 under predicts particulate sulfate by a factor of 2 in winter, when the heterogeneous 270 

sulfate formation by cloud oxidation of sulfur dioxide is predominant; whereas there is a closer agreement between 271 

model (IT1) and observations during the summer month when sulfate is mainly derived via homogeneous nucleation of 272 

gas-phase sulfuric acid produced by sulfur dioxide oxidation in presence of OH. On the contrary, SI2 shows a quite 273 

homogeneous behavior during the whole year, though overestimating the SO4 observed concentrations.. Consequently, 274 

SI2 performances are generally better than IT1 (Table 1). Modeled SO4 presents a positive bias in SI2 (NMB = 275 

20.67%), while SO4 is biased negative in IT1 (NMB = -47.02%). A possible reason of SI2 overestimation is the 276 

underrepresentation of the in-cloud and below-cloud scavenging by precipitation of soluble PM2.5 species such as SO4. 277 

Under predictions of the monthly accumulated precipitations were identified by Brunner et al. (2014) especially in 278 

winter months, and in western and eastern Europe where the main SO4 variations between the two simulations are 279 

found. Im et al. (2014) performed a collective analysis of models performance for aerosol compounds grouping data in 280 

three different regions (western continental Europe, eastern continental Europe and Mediterranean area). The analysis 281 
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states that SI2 performances for SO4 are very similar over the whole domain, while IT1 results are largely 282 

underestimated over continental Europe (Mean Fractional Bias larger than 75%) whereas over the Mediterranean region 283 

Mean Fractional Bias (MFB) is around -10%. Such a discrepancy can be related to the greater influence of aqueous-284 

phase oxidation of SO2 in continental Europe with respect to the southern regions. These results seem to be in contrast 285 

with Zhang et al. (2012) that compared CBM-Z mechanism with CB05 (Yarwood et al., 2005) and SAPRAC-99 286 

(http://www.cert.ucr.edu/~carter/absts.htm) over the US. Their work showed an over prediction of sulfate with CBM-Z, 287 

which gave also the highest concentrations of SO4 among the three mechanisms due primarily to the domination of the 288 

gas-phase oxidation of SO2 by OH over the aqueous-phase oxidation by dissolved oxidants such as H2O2. However, the 289 

simulation of Zhang et al. (2012) included the feedback effects, thus the Carnegie Mellon University (CMU) 290 

mechanism of Fahey and Pandis (2001) was activated for the aqueous-phase chemistry. McKeen et al. (2007) and 291 

Tuccella et al. (2012) found that models that embed the cloud aqueous-phase oxidation of sulfur dioxide overestimate 292 

the ground concentrations of SO4. Moreover, Aan de Brugh et al. (2011) assessed that 45% of SO2 aqueous-phase 293 

oxidation to sulfate over Europe happens within the planetary boundary layer, thus it may have a significant 294 

contribution on surface concentrations of both SO2 and SO4. These results suggest that the introduction of the aqueous-295 

phase oxidation of sulfur dioxide in the standard CBM-Z/MOSAIC option would be highly required for a better 296 

reconstruction of the sulfate concentrations at the ground, especially during winter months.  297 

NO3 concentration in the atmosphere is determined by the concentration of its main precursor HNO3 and the 298 

thermodynamic equilibrium between HNO3 and nitrate. As shown in Figure 5b, NO3 reveals different behavior with 299 

respect to SO4. Simulations expose a quite coherent pattern over land, while the main differences are related to the sea-300 

land interface. Over the sea, where relative humidity is generally higher than deliquescence point, the gas-to-particle 301 

partitioning from nitric acid to ammonium nitrate seems to be more efficient in MADE than in MOSAIC. In particular, 302 

the Mozurkewich (1993) approach adopted in MADE appears more effective than the Zaveri et al. (2008) available in 303 

MOSAIC, thus, determining higher NO3 concentrations over the Mediterranean Sea. On the contrary over Europe, 304 

where EMEP stations are located, NO3 concentrations are 0.4-1 µg/m3 higher for MOSAIC than for MADE/SORGAM 305 

(Figure 5b), according to the highest availability of HNO3 mixing ratios. All simulations over predict NO3 306 

concentrations in all seasons (Figure 6b). The simulated NO3 shows a very high positive bias in both simulations with a 307 

NMB that ranges from 31.84% in IT1 to 114.82% in SI2 (Table 1). Similar results were obtained by Zhang et al. (2012) 308 

over the US. They found an overestimation of NO3 concentrations for CBM-Z with a NMB that ranges between 39.6% 309 

and 245%. Moreover, Im et al. (2014) have shown that the largest NO3 over prediction for both simulations occurs at 310 

eastern and southern Europe (MFB > 150%), while the lowest overestimation take place over western Europe (MFB < 311 

50%). This overestimation can be partly attributed to low simulated temperatures that favor the gas-phase nitric acid 312 

(HNO3) and ammonia (NH3) conversion to particulate ammonium nitrate (NH4NO3) with respect to (NH4)2SO4 313 

(Brunner et al., 2014).  314 

As a consequence of sulfate and nitrate overestimations, ammonium is biased high in both simulations (IT1 NMB = 315 

31.84%; SI2 NMB = 114.82%), even though IT1 simulates lower yearly mean concentrations than SI2 (Table 1 and 316 

Figure 5c). For both models the largest overestimation takes place in Southern Europe (Im et al., 2014), due to a 317 

corresponding overestimation of nitrate and sulfate, particularly during the summer season.  318 

Finally yearly mean concentrations of elemental carbon (EC) and organic carbon (OC) are reported in Figure 5d and 319 

Figure 5e, respectively. Discrepancies between the two simulations are 0.3 µg/m3 for EC and 1 µg/m3 for OC, with 320 

concentrations generally somewhat higher in the IT1 run. Considering that the two configurations shared the same 321 

emission inventories, adopted a common treatment of vertical dispersion, and use the same dry deposition equation, the 322 
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differences should be caused by the different treatment of the aerosol dynamics, and dissimilar assumptions in 323 

distributing the computed concentrations between modes and bins. This is quite relevant in the high-emissive areas of 324 

Eastern Europe where different model assumptions can have a greater impact on model results.  325 

Table 1 provides a comparison of model performance against Airbase and EMEP observations. WRF-Chem under 326 

predicts PM10 and PM2.5 concentrations, but MADE/SORGAM generally performs better than MOSAIC. Modeled 327 

PM10 shows a Normalized Mean Bias that ranges from -25.82% (IT1) to -22.94 (SI2), while PM2.5 shows a NMB of -328 

14.05% and -11.76% for IT1 and SI2, respectively. Im et al. (2014) illustrated that the largest PM2.5 underestimation 329 

for all models and all European regions takes place during the winter season (MFB larger than 50%). Differently, 330 

during the summer season PM2.5 concentrations are partially overestimated by both models over both western and 331 

eastern Europe, while still underestimated at Mediterranean sites. As previously detailed, summer overestimation, larger 332 

for SI2 than IT1, is probably related to a corresponding overestimation of SIA. Conversely, PM underestimation is 333 

connected to the reconstruction of the carbonaceous species, particularly OC simulations are almost one order of 334 

magnitude lower than the surface concentrations at the EMEP station of Ispra (IT0004R; not shown). Measurements 335 

show a yearly mean value at IT0004R of 7.08 µg/m3 while models generally range between 1.05 µg/m3 (SI2) and 1.10 336 

µg/m3 (IT1). It is worth nothing that SI2 includes the SOA formation. However, the SORGAM representation of this 337 

process inside the model seems to have only a minor impact on the simulated total fine concentrations of organic 338 

carbon. Indeed, RADM2-MADE/SORGAM does not include the oxidation of biogenic monoterpenes and it has only a 339 

partial treatment of anthropogenic VOC oxidation (McKeen et al., 2007; Tuccella et al., 2012).  340 

 341 

3.3 Optical properties 342 

Figure 7 shows the spatial pattern of yearly mean modeled AOD at 555nm of wavelength (AOD555), overlaid with 343 

available observations from AERONET network. The highest simulated AOD555 values are observed in Northern 344 

Europe whereas Mediterranean regions show lower values for both simulations. Discrepancies of about 70-80% are 345 

found between IT1 and SI2 in the North Atlantic Ocean, indicating the important role of fine sea salt on the AOD 346 

estimations. Particles between 0.1 and 1.0 µm diameter have higher scatter efficiency than coarse particles (Seinfeld 347 

and Pandis, 1998), consequently larger amount of fine sea salt in IT1 can cause higher AODs. The magnitude of the 348 

differences between the two simulation is less pronounced over the European continent, although some high values are 349 

evident over center and north Europe, where differences between simulations can reach up 10-50%. On the contrary, in 350 

southern Europe, where most AERONET sites are placed, IT1 is generally 20-30% lower than SI2.  351 

The time series of simulated and observed daily mean AOD555 at all AERONET sites is represented in Figure 8, 352 

whereas the corresponding performance statistics are given in Table 2. It is worth nothing that all AERONET stations 353 

are located in the Mediterranean area, that is frequently subject to wind-blown dust episodes (Kallos et al., 2007; 354 

Mitsakou et al., 2008). 355 

Temporal variability between predicted and observed AOD555 is similar and well captured by both runs,with a 356 

correlation ranging from 0.51 (IT1) to 0.52 (SI2). However, it usually over predicts the lowest observed values and it 357 

misses a few hot spots of the measured trend. Daily mean AODs at all AERONET stations are spread between 0.03 and 358 

0.4 whereas WRF-Chem has only few data points with AODs greater than 0.25. SI2 generally simulates higher values 359 

than IT1. In fact, the predicted mean AOD555 is 0.12 and 0.14 for IT1 and SI2, respectively. As a consequence, IT1 360 

shows a Normalized Mean Bias of -21.49%, while SI2 is biased lower (NMB = -6.39%). 361 

Seinfeld and Pandis (1998) mentioned that fine ammonium nitrate and ammonium sulfate scatter light most efficiently 362 

at the wavelength of 550 nm, suggesting that the large differences between IT1 and SI2 can be partly explained by the 363 
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different aerosol composition. Indeed at Southern European sites SI2 overestimated all SIA, while IT1 overestimated 364 

nitrate and ammonium, and underestimated sulfate (Im et al., 2014). These findings are also consistent with Roy et al. 365 

(2007) showing that sulfate dominates the total AOD in the Eastern United States with a relative contribution that can 366 

reach up to 60%, while the combined OC and EC contributes only to 15%.  367 

A specific analysis was carried out at Lampedusa (Italy) and Malaga (Spain). The sites were selected because the two 368 

model configurations show opposite performance (Table 2 and Figure 9). Particularly, IT1 underestimates the observed 369 

AODs (NMB in Lampedusa = -9.35; NMB in Malaga = -21.02); whereas SI2 over predicts them (NMB in Lampedusa 370 

= 13.08; NMB in Malaga = 5.92). The scatterplots of AOD555 daily differences between the two models versus the 371 

corresponding differences in daily fine nitrate and sulfate (Figure 10), computed for the whole year 2010, point out a 372 

relationship between differences in SIA and AOD555. Correlation is close to 0.4 for sulfate in both stations, while the 373 

agreement is better when nitrate biases are considered, which show a correlation of 0.59 and 0.60 in Lampedusa and 374 

Malaga respectively. This is also evident analyzing Figure S3 in the auxiliary material. In Malaga the July-September 375 

periods is characterized by some high spikes in simulated SI2 AODs that are less pronounced in IT1. These spikes 376 

correspond in time with the difference between IT1 and SI2 for sulfate and nitrate concentrations, confirming that both 377 

compounds are relevant in AOD555 estimations over Europe. As a consequence, the major availability of nitrate and 378 

sulfate at the ground seems to determine higher AODs values in SI2 than IT1. These results are in line with Basart et al. 379 

(2012) and Robles González (2003) that identified in SIA the main contributors to AOD values in the European 380 

continent. 381 

However, even though SIA are generally overestimated by the model, simulated AOD555 is biased negative in many 382 

AERONET stations. In order to understand the reasons of model underestimations, time series of Cyprus and Nes Ziona 383 

(Israel) are analyzed in Figure 11. In both stations model is found to under predict the measurements (Table 2). NMB 384 

ranges from -30.03 (IT1) to -24.85 (SI2) in Cyprus, while Nes Ziona shows a NMB of -37.61 in IT1 and -31.79 in SI2. 385 

AODs are analyzed together with the Angström exponent in the 400-600 nm wavelength interval that can be considered 386 

an indicator of the particle distribution (Roy et al., 2007). Values that range between 1 and 2 indicate small particles 387 

dominated by the accumulation mode; values nearly zero are indices of the presence of coarse aerosols (Eck et al., 388 

1999). The two model configurations show a good correlation with observations (Figure 11), although they do not 389 

perform very well when coarse particle size dominates the pollution episodes over Southern Europe, as it is proved by 390 

the Angström coefficient. As it can be seen in Figure 12, when the Angström exponent is high, there is a good 391 

agreement between configurations and observations. On the contrary, deficiencies between model and observations 392 

increase for low values of the Angström coefficient. In particular, if we take a closer look to Nes Ziona station, that is 393 

typical of coarse-mode desert aerosols (Papadimas et al., 2008), the role of the dust component on the model skills is 394 

remarkable. Conversely, in Cyprus air quality is strongly influenced by both local and transported pollution (Achilleos 395 

et al., 2014) thus the effect of the dust component is still evident, but less pronounced. These results suggest that 396 

AOD555 under prediction is mainly due to the misrepresentation of the dust coarse-mode particles, and that the dust 397 

transport of coarse aerosols is still poorly reproduced by the model with the chosen dust option, even though some 398 

corrections were introduced in the simulations.  399 

 400 

4 Conclusions 401 

Two WRF-Chem chemical modeling configurations have been applied in the framework of the AQMEII exercise in 402 

order to investigate the influence of different chemical mechanisms on the reconstruction of both ground concentrations 403 

and optical properties. The first configuration adopted the RADM2 gas-phase chemistry and MADE/SORGAM aerosol 404 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT
reactions scheme, while the second one includes the CBM-Z gas-phase mechanism and the MOSAIC aerosol module. 405 

Simulations shared exactly the same meteorological configurations as well as the same input data. However, only the 406 

RADM2-MADE/SORGAM run included the heterogeneous cloud oxidation of SO2. WRF-Chem has been applied over 407 

Europe with 23 km of horizontal resolution for the whole year of 2010. Results were compared against observations by 408 

means of the ENSEMBLE system. 409 

Comparisons reveal that RADM2 calculates higher ozone and lower NO2 surface concentrations than CBM-Z, because 410 

of the less efficient ozone-NO titration in regions with sufficiently high levels of NOx and VOCs. However, some 411 

criticisms were identified in urban areas where RADM2 shows elevated ozone and NO2 yearly mean concentrations. 412 

This can be partially related to the RADM-solver implemented in WRF-Chem that tends to underestimate the ozone-413 

NO titration in urban environments as well as other regions with high NO emissions. Furthermore, differences in 414 

conversion rate constants from NO2 + OH to HNO3 is found to be a strong source of uncertainties on HNO3 estimations. 415 

In particular, the highest rate constant of CBM-Z produces the highest HNO3 concentrations over land. The HNO3 416 

pattern over Europe was also related to the different reconstruction of the gas-to-particle partitioning, which is found to 417 

influence both gaseous and aerosol estimations. In particular, the treatment of the relative humidity of deliquescence in 418 

the thermodynamic equilibrium is found to determine different gas-to-particle partitioning from nitric acid to 419 

ammonium nitrate over the sea. The Mozurkewich (1993) approach adopted in MADE reveals to be more effective than 420 

the Zaveri et al. (2008) in MOSAIC. As a consequence, MADE simulates lower HNO3 concentrations and higher NO3 421 

concentrations than MOSAIC over the Mediterranean Sea. Moreover, results suggest that the heterogeneous SO2 cloud 422 

oxidation is the main player in the determination of particulate sulfate and SO2 concentrations. The simulation 423 

(RADM2-MADE/SORGAM) that included the aqueous-phase oxidation of SO2 produced more realistic sulfate yearly 424 

time series, even though the conversion from gas-to-particle of sulfur species is found to be too fast, thus, 425 

overestimating sulfate and under predicting SO2 concentrations at the ground. 426 

PM10 and PM2.5 of MOSAIC and MADE/SORGAM show similar results over the land, but they behave differently 427 

over the Saharan region and over the sea. Dust and sea salt are partitioned differently for MADE and MOSAIC. Indeed, 428 

in MADE the sea salt is only distributed into the coarse fraction. On the contrary the dust emissions seem distributed 429 

mainly in the fine fraction for the dust option chosen. Since fine and coarse aerosols scatter light differently, dissimilar 430 

particle size distribution of dust and sea salt concentrations between MADE and MOSAIC can have an impact on 431 

aerosol-radiation interactions. Further investigations are necessary whether different chemical mechanisms may also 432 

affect indirect effects. 433 

As shown in this study, different chemical mechanisms give different AODs. WRF-Chem is found to under predict the 434 

AOD555  in both configurations because of the misrepresentation of the dust coarse particle transport within the model 435 

over Mediterranean regions. Indeed, the analysis of the relationship between the Angström exponent and the AOD555 436 

bias, revealed that worst model performance take place more frequently during episodes dominated by the coarse 437 

aerosol fraction. 438 

Differently, when the AOD555 is dominated by fine particles, the differences in model performance between the two 439 

configurations are more evident, with MADE/SORGAM generally performing better than MOSAIC. Indeed the higher 440 

availability of both sulfate and nitrate has a significant influence on reconstruction of the AOD555 estimations. 441 

The results obtained in this study show that the chemical mechanisms choice in is still a crucial aspect in modeling 442 

estimations, even when on-line coupled models are concerned. Different WRF-Chem chemical mechanisms were found 443 

to perform differently for gaseous and aerosol predictions. The importance of these results indicates a need for an 444 

accurate representation of chemical components and reactions in order to obtain a correct reconstruction of aerosol 445 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT
optical properties, particularly when trying to study aerosol direct and indirect effects. This applies for both natural and 446 

anthropogenic compounds. The former play a major role in the coarse aerosol fraction, but they can contribute also to 447 

the aerosol fine fraction, particularly in remote areas. As a consequence, a revision of the treatment and the assumptions 448 

concerning the dust and sea salt aerosol size distribution are highly recommended. Differently, in more urbanized areas 449 

the presence of fine particles, such as SIA, is mostly driven by anthropogenic sources. 450 

Particularly, the study pointed out that both gas phase transformation pathways as well as heterogeneous processes can 451 

influence the atmospheric fate of nitrate and, as a consequence, its contribution to aerosol optical properties.  452 

This study also demonstrated that the introduction of the aqueous-phase oxidation in the standard CBM-Z/MOSAIC 453 

option would be desirable for a better reconstruction of the ground sulfate concentrations. Finally, the study pointed out 454 

the need of using a more complex mechanisms for the treatment of SOA than the standard WRF-Chem options, such as 455 

the recently added Volatility Basis Set (VBS; Ahmadov et al., 2012). 456 
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Appendix A 470 

The statistical indicators selected to evaluate the model performances have been defined as follows: 471 

Normalized Mean Bias (NMB): 472 
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P is the predicted concentration; O is the observed concentration and N is the number of pairs. 478 
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Table 1: Statistical performances of IT1 and SI2 simulation for gaseous and aerosol compounds over the 
whole European domain. 
 

Observed IT1 SI2 
Mean  

(µg/m3) 
Mean 

(µg/m3) 
NMB 
(%) 

RMSE 
(µg/m3) 

PCC 
Mean 

(µg/m3) 
NMB 
(%) 

RMSE 
(µg/m3) 

PCC 

gas compounds 

O3 39.58 31.04 -12.32 11.32 0.82 36.92 -3.75 8.42 0.85 
SO2 4.78 2.79 -41.64 6.49 0.44 2.63 -45.62 6.53 0.46 
NO2 18.88 11.94 -36.74 14.94 0.54 11.35 -39.88 15.26 0.54 

aerosol compounds 

PM10 20.01 14.84 -25.82 16.60 0.38 15.42 -22.94 16.85 0.35 
PM2.5 13.73 11.80 -14.05 12.58 0.42 12.12 -11.76 12.68 0.42 
SO4 1.79 0.95 -47.02 1.95 0.48 2.16 20.67 1.95 0.48 
NO3 1.81 3.35 85.19 3.27 0.57 4.00 110.86 4.00 0.60 
NH4 0.86 1.13 31.84 1.10 0.59 1.85 114.82 1.76 0.56 

 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT
 
Table 2: Statistical performances of IT1 and SI2 simulation for aerosol optical depth at the wavelength of 
555nm at each European station. Performances are also reported for the whole pool of stations. 
 

Observed IT1 SI2 

  
Mean 

 
Mean 

 
NMB 
(%) 

RMSE 
 

PCC 
 

Mean 
 

NMB 
(%) 

RMSE 
 

PCC 
 

Burjassot 0.12 0.09 -25.73 0.09 0.55 0.12 -1.20 0.10 0.56 
Caceres 0.11 0.09 -22.89 0.09 0.50 0.10 -13.01 0.10 0.52 
Carpentras 0.11 0.10 -14.42 0.10 0.36 0.11 0.70 0.09 0.47 
Crete 0.17 0.14 -16.24 0.11 0.38 0.17 0.36 0.11 0.47 
Cyprus 0.20 0.14 -30.03 0.14 0.48 0.15 -24.85 0.13 0.49 
Evora 0.10 0.10 3.19 0.10 0.43 0.11 9.04 0.10 0.46 
Granada 0.12 0.09 -23.63 0.09 0.52 0.10 -14.66 0.08 0.60 
Lampedusa 0.16 0.14 -9.35 0.13 0.60 0.18 13.08 0.15 0.53 
Lecce University 0.15 0.11 -26.05 0.11 0.34 0.15 1.75 0.10 0.52 
Malaga 0.15 0.12 -21.02 0.09 0.61 0.16 5.92 0.12 0.60 
Nes Ziona 0.25 0.16 -37.61 0.20 0.49 0.17 -31.79 0.18 0.55 
Sevastopol 0.17 0.15 -15.05 0.11 0.42 0.18 7.19 0.11 0.47 

All Stations 0.15 0.12 -21.49 0.12 0.51 0.14 -6.39 0.12 0.52 
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Figure Captions 

Figure 1: AQMEII computational domain. 
 
Figure 2: O3 (a), NO2 (b), SO2 (c), H2O2 (d) and HNO3 (e) yearly mean concentrations at the ground for IT1 
(left), SI2 (center) simulation and the difference between IT1 and SI2 (right). 
 
Figure 3: O3 (a), NO2 (b) and SO2 (c) time series of daily mean concentrations (right) and box whisker plots 
of hourly data (left) for the year 2010. Time series data are reported as mean concentrations of all available 
measurement stations for each compound.  
 
Figure 4: PM10 (a) and PM2.5 (b) yearly mean concentrations at the ground for IT1 (left), SI2 (center) 
simulation and the difference between IT1 and SI2 (right). 
 
Figure 5: fine SO4 (a), NO3 (b), NH4 (c) elemental carbon (d) and organic carbon (e) yearly mean 
concentrations at the ground for IT1 (left), SI2 (center) simulation and the difference between IT1 and SI2 
(right). 
 
Figure 6: SO4 (a), NO3 (b) and NH4 (c) time series of daily mean concentrations (right) and box whisker 
plots (left) for the year 2010. Time series data are reported as mean concentrations of all available 
measurement stations for each compound. 
 
Figure 7: : yearly mean of Aerosol Optical Depth at 555 nm wavelength (AOD555) for IT1 (left) and SI2 
(center) simulation and the difference between IT1 and SI2 (right). Circles indicate the observed yearly mean 
AODs at each AERONET station. 
 
Figure 8: Aerosol Optical Depth at 555 nm wavelength (AOD555) time series of daily mean values at all 
AERONET stations (right) and box whisker plots (left) for the year 2010. 
 
Figure 9: Aerosol Optical Depth at 555 nm wavelength (AOD555) time series of daily mean values at 
Lampedusa (a) and Malaga (b) AERONET stations. 
 
Figure 10: Scatter plot diagram of Aerosol Optical Depth at 555 nm wavelength (AOD555) daily differences 
versus NO3 (left) and SO4 (right) daily differences at Lampedusa (a) and Malaga (b) AERONET stations for 
the year 2010. Differences are calculated as IT1 - SI2. 
 
Figure 11: Aerosol Optical Depth at 555 nm wavelength (AOD555) time series of daily mean values at 
Cyprus (a) and Ness Ziona (b) AERONET stations for the year 2010. 
 
Figure 12: Scatter plot diagram of Aerosol Optical Depth at 555 nm wavelength (AOD555) daily biases 
versus daily Angstrom exponent at Cyprus (a) and Ness Ziona (b) AERONET stations for the year 2010.  
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Figure 1: AQMEII computational domain. 
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a)  

b)  

c)  

d)  

e)  
Figure 2: O3 (a), NO2 (b), SO2 (c), H2O2 (d) and HNO3 (e) yearly mean concentrations at the ground for IT1 
(left), SI2 (center) simulation and the difference between IT1 and SI2 (right). 
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a)  

b)  

c)  

Figure 3: O3 (a), NO2 (b) and SO2 (c) time series of daily mean concentrations (right) and box whisker plots 
of hourly data (left) for the year 2010. Time series data are reported as mean concentrations of all available 
measurement stations for each compound.  
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a)  

b)  

Figure 4: PM10 (a) and PM2.5 (b) yearly mean concentrations at the ground for IT1 (left), SI2 (center) 
simulation and the difference between IT1 and SI2 (right). 
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a)  

b)  

c)  

d)  

e)  
Figure 5: fine SO4 (a), NO3 (b), NH4 (c) elemental carbon (d) and organic carbon (e) yearly mean 
concentrations at the ground for IT1 (left), SI2 (center) simulation and the difference between IT1 and SI2 
(right). 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT
 

a)  

b)  

c)  
Figure 6: SO4 (a), NO3 (b) and NH4 (c) time series of daily mean concentrations (right) and box whisker 
plots (left) for the year 2010. Time series data are reported as mean concentrations of all available 
measurement stations for each compound. 
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Figure 7: yearly mean of Aerosol Optical Depth at 555 nm wavelength (AOD555) for IT1 (left) and SI2 
(center) simulation and the difference between IT1 and SI2 (right). Circles indicate the observed yearly mean 
AODs at each AERONET station. 
 
 

 
Figure 8: Aerosol Optical Depth at 555 nm wavelength (AOD555) time series of daily mean values at all 
AERONET stations (right) and box whisker plots (left) for the year 2010. 
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a)  

b)  
Figure 9: Aerosol Optical Depth at 555 nm wavelength (AOD555) time series of daily mean values at 
Lampedusa (a) and Malaga (b) AERONET stations.  
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a)  

b)  
Figure 10: Scatter plot diagram of Aerosol Optical Depth at 555 nm wavelength (AOD555) daily differences 
versus NO3 (left) and SO4 (right) daily differences at Lampedusa (a) and Malaga (b) AERONET stations for 
the year 2010. Differences are calculated as IT1 - SI2. 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT
 

a)  

b)  
Figure 11: Aerosol Optical Depth at 555 nm wavelength (AOD555) time series of daily mean values at 
Cyprus (a) and Nes Ziona (b) AERONET stations for the year 2010. 
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a)  

b)  
Figure 12: Scatter plot diagram of Aerosol Optical Depth at 555 nm wavelength (AOD555) daily biases 
versus daily Angstrom exponent at Cyprus (a) and Nes Ziona (b) AERONET stations for the year 2010.  
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Table S1: Geographical characteristics of AERONET stations included in the analysis. 
 

Station Longitude Latitude Elevation  
(m asl) 

Data availability (%) 

Burjassot -0.42 39.51 30 24.51 
Caceres -6.34 39.48 397 21.39 
Carpentras 5.06 44.08 100 22.27 
Crete  25.28 35.33 20 24.69 
Cyprus 33.04 34.68 22 24.73 
Evora -7.91 38.57 293 24.50 
Granada -3.61 37.16 680 25.53 
Lampedusa 12.63 35.52 45 20.21 
Lecce University 18.11 40.34 30 21.16 
Malaga -4.48 36.72 40 26.38 
Ness Ziona 34.79 31.92 40 24.82 
Sevastopol 33.52 44.62 80 22.64 
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a) b)  

c)  
 
Figure S1: Temperature (a), wind speed (b) and mixing ratio(c) yearly box whisker plots of IT1 and SI2 
simulations. SYNOP (surface synoptic observations) stations of the World Meteorological Organization 
(WMO) are compared to model results only for temperature and wind speed.  
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Figure S2: yearly HNO3 dry deposition box whisker plots of DE4, SI2 and ES3 simulations. DE4 and ES3 
configuration are described in Forkel et al. (2014) and San Josè et al. (2014), respectively. 
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a)  

b)  
Figure S3: Aerosol Optical Depth (AOD555) time series of daily mean values at Malaga AERONET 
stations. Differences between IT1 and SI2 are also reported for sulfate and nitrate for the year 2010. 


